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PREFACE

The United States Air Force Summer Faculty Research Program (USAF-SFRP)

is a program designed to introduce university, college, and technical institute

faculty members to Air Force research. This is accomplished by the faculty

members being selected on a nationally advertised competitive basis for a ten-

week assignment during the summer intercession to perform research at Air Force

laboratories/centers. Each assignment is in a subject area and at an Air Force

facility mutually agreed upon by the faculty member and the Air Force. In

addition to compensation and travel expenses, a cost of living allowance is also

paid. The USAF-SFRP is sponsored by the Air Force Office of Scientific Research/

Air Force Systems Command, United States Air Force, and is conducted by the

Southeastern Center for Electrical Engineering Education, Inc.

The specific objectives of the 1980 USAF-SFRP are:

(I) To develop the basis for continuing research of interest to the

Air Force at the faculty member's institution.

(2) To further the research objectives of the Air Force.

(3) To stimulate continuing relations among faculty members and

their professional peers in the Air Force.

(4) To enhance the research interests and capabilities of scientific

and engineering educators.

In the 1979 summer program, 70 faculty members participated, and in

the 1980 program, 87 faculty members participated. These researchers were

assigned to 25 USAF laboratories/centers across the country. This three--

volume document is a compilation of the final reports written by the assigned

faculty members about their summer research efforts.
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(Williams Air Force Base)

1. Prof. Marshall Waller - George Washington University

2. Dr, Yehoshua Zeevi - Massachusetts Institute of Technology

HRL/PRD HUMAN RESOURCES LABORATORY/PERSONNEL RESEARCH DIVISION
(Brooks Air Force Base)

1. Dr. Howard Alford - Morgan State University

2. Dr. Richard Christ - New Mexico State University

3. Dr. Philip Tolin - Central Washington University
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AN INVESTIGATION OF THE INFORMATIONAL NEEDS

OF THE ENGINEERING AND SERVICES LABORATORY

by

Thomas W. Mason

ABSTRACT

The general task of management is to know: "WHAT is done by

WHOM, HOW and WHEN." A description is given of the current manage-

ment reporting systems that are used at the Engineering and Services

Laboratory -- MASIS, Manhour accounting, Status of Resources and

CMIS-LS. These systems furnish the basic reports for the Technical

Management Review (TMR).

The TMR can be significantly improved by having local access to

locally produced data. Since the current database is about 3 megabytes

in size, a variety of computing alternatives are available and are

discussed. It is recommended that a computer be acquired with a suit-

able complement of terminals and be geared for the use of Project

Officers.
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I. INTRODUCTION:

A general formulation of the task of Research and Development

managers can be stated as knowing, at any given time, as much as

possible about:

WHAT is done by WHOM, HOW and WHEN.

WHAT refers to the definition of effort -- from Program Element to

Work Unit. WHO includes information on both the performer and the

monitor. HOW is a definition of all resources, both monetary and man-

power, and WHEN is a measure of completion. The appropriate data in-

elude all timetables, milestone charts and measures of actual versus

planned progress.

This formulation is, of course, applicable to any managerial

situation. The focus of this effort, however, is to consider methods

useable at the Engineering and Services Laboratory. The Laboratory

is charged with providing managerial information to three reporting

systems -- MASIS, Manhour Accounting and CMIS(-LS). In addition, a

Status of Resources document is provided Project Officers which has

data similar to the local Accounting and Finance systems.

The origin of most data is the Project Officer. His problem,

generally stated, is:

"Given a statement of the task and the funding level,
accomplish the task within a fixed time period
using an internal or external workforce."

The steps taken by the Project Officer to accomplish this feat are

beyond the scope of this study. Of pertinent interest, however, is

the process of local project management -- the Technical Management

Review (TMR). This process is described more fully in a later section.

II. OBJECTIVES:

Laboratory management is acutely aware of the shortcomings of

the current informational processes. Although the system is awash

with data and data requirements, there is an overriding need to un-

load paperwork from the Project Officers, to have a single entry point

for data to be sent to external systems and to use data that has been

49-4



captured in a timely fashion. This all points to the potential for

developing a laboratory-based information system.

III. THE CURRENT PROCEDURE:

MASIS

AFSC Regulation 80-14 establishes MASIS (Management and Scienti-

fic Information System) as the reporting system for all scientific

and technical work units. MASIS is not a generalized data base man-

agement system. The data elements are categorized as follows:

Record identification
Work Unit identification
Monitor
Performer
Descriptors of Work
Procurement and Status
Resource Data
Funding identification
Fiscal Control
Duration
Man-Years

In terms of the WHAT-WHO-HOW-WHEN structuring, the MASIS categories

can be aligned as follows:

WHAT
Work Unit
Descriptors of Work

WHO
Monitor
Performer

HOW
Resource Data
Funding identification
Fiscal Control

WHEN
Duration
Man-Years

The Laboratory currently uses 61 of the 136 MASIS elements. They are

shown below with 11 other elements, shown in parentheses, which were

not defined in the official MASIS documentation:

WHAT
Title
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Work Unit Program Element
Work Unit Project
Work Unit Task
Work Unit Serial Number

End Product Code I, II, III
COSATI Code I, II, III
Primary Technical Need
Primary Technical Need Category

General Operational Requirement
Technical Planning Objectives
Job Order Number, JON
JON Short Title
(Job Category)
JON Work Category
System Relationship
Prime Customer
Priority Code
Work Phase Code
Benefit Code I, II
Security Classification of Work
Environmental Impact Code
Contractor Access to DD1498 Information
Invention Probability Code
Distribution Limitation Code
Patent Rights Clause
(Remarks)
(Objective)
(Approach)

WHO
Monitor Name
Office Symbol
(Phone Number)

(Grade)
Institution Sort Code
Contractor Security Access Code
Principal Investigator

HOW
Total Amount of Contract Effort
(Reimbursable Code)
(Funding Document)
(Amount)
Procurement Method
Fiscal Year of Funds
Purchase Request Number
Funding Project
Funding Task
Funding Start Date
Funding End Date
Committed Date
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Committed Dollars
Obligated Date
Obligated Dollars
Direct S&E Man-Years
S&E Contract Monitor
Source of Funds

WHEN
(Begin Date)
Final Product Due Date

Estimated Completion Date
Completion Date
Informal Environmental Assessment
Formal Environmental Assessment
(Progress)

The primary data are compiled from the follwing Forms:

Program Management Directive
Program Authorization/Budget Authorization
Allotment (Form AFSC 115-5)

Cost Estimates and Financial Forecast (Form
282)

Program Schedule (Form 103)

The elements are input to MASIS by the Project Officer (using the

form shown in Figure 1) and the Finance Officer (using the form

shown in Figure 2). The system produces a report of the type shown in

Figure 3.

JON Control and Manhour Accounting
The Job Order Cost Accounting System (JOCAS) was designed to

determine the total cost of accomplishing an R&D job. The Laboratory

uses only the Manhour Accounting section of this system. The MASIS

input form is also used for this data. Figure 4 shows the data fields

which are transmitted to JOCAS only (J), MASIS only (M), or both

MASIS and JOCAS (M/J).

Status of Resources

This report gives a monthly status of laboratory R&D funds at

the work unit level. A sample report is shown in Figure 5. The report

is prepared from the documents submitted by the Project Officers to

fund work units and the manual records of obligated funds maintained
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by RDXF.

CMIS

Air Force Systems Command has utilized a series of automated

systems, each of which is oriented toward a specialized managerial

need:

Management Need System

Division (Program) Automation of SPO management
Management (AUTOSPO)
Center Management FIMS (Facilities Information

Management System)
People Management Manpower/Personnel
Laboratory Manage- Management and Scientific
ment Information System (MASIS)
Contract Management Procurement Management Repor-

ting System

In an effort to unify these systems in accordance with current data-

base management methodology, a "global" Command Management Informa-

tion System (CMIS) has been proposed. CMIS, however, is to be built

in sections and the initial portion is the system to support the

AFSC laboratories -- CMIS-L.

CMIS-L is to provide "effective and flexible management infor-

mation systems with the capability to implement advanced management

concepts within HQ AFSC/DL organizations at both the headquarters

and field levels." It is to consist of a headquarters-DL MIS (CMIS-

LH) and a variety of field level MIS. CMIS-L is to ultimately in-

clude all current MIS in use by all organizational elements under DL.

Thus, all of the systems mentioned above -- financial/accounting,

procurement tracking, work unit management and personnel -- will ul-

timately be a part of CMIS-L.

The existing portion of this ambitious project is an interim

version of the headquarters-DL system -- CMIS-LS. The system has been

implemented in System 2000; its structure is shown in Figure 6.

The next step in the development of CMIS is to define CMIS-LH

and to provide communication to and from all activities with appro-

priate terminals to access and update data. A very tentative version
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Figure 6. System 2000 structure of CMIS-LS
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of CMIS-LH has been promulgated and its structure is shown in Figure

7 (only for comparative purposes with CMIS-LS).

Technical Management Review (ThR)

The TMR represents the major local use of the work unit data.

The Project Officer is to supply:

a. the latest MASIS output report (Figure 3),

b. a Summary Sheet (Figure 8) showing an overall assessment,

problem areas and major events,

c. a more detailed Assessment Sheet (Figure 9) which uses color

and arrows to denote the betterment or worsening of conditions,

and

d. a graph of actual versus forecast costs (Figure 10) as a

measure of project progress.

An informal survey of Project Officers revealed that they did not

consider the time necessary to prepare for the TMR to be excessive or

wasted.

IV. POTENTIAL FOR FUTURE DEVELOPMENTS:

The Laboratory does not find itself in an extreme situation in

regard to informational practices. That is, the current system is not

on the verge of collapse. Therefore, the analysis of what might be

done to improve the local information system becomes a matter of

exploring what is possible with current technology.

The basic need is to establish a local database with a suitable

management system. This need arises primarily from the difficulty of

entering and-extracting data from the MASIS system. On the average

it takes four to six weeks from the time a data element is entered to

the time it appears on a HASIS report. This negates the timely use of

MASIS reports for local use, particularly for the TKR.

Furthermore, a local database management system can easily be

produced to automatically extract data from the local database, con-

vert it to an appropriate format, and ship the data to various exter-
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nal systems. This feature will be increasingly important as the vari-

ous CMIS systems grow in number and size,

It should be noted that the local database in of moderate size.

A generous estimate of the size of the database is:

200 work units to be documented

300 data elements per work unit

50 characters (bytes) per data element

database size = 200 x 300 x 50 bytes = 3 megabytes

Thus, the database of 3 megabytes is even within the capacity of

microcomputers as well as larger computers.

Furthermore, the entries are relatively static, although some

financial data will change monthly. Also, the data for any given work

unit is essentially independent of the data for any other work unit.

This means that the database could even be distributed over several

floppy diskettes or data cartridges rather than requiring a large

disk.

In summary, then, we have a moderate (3 megabytes) database that

is to satisfy external data requirements and provide internal manage-

ment information. The important questions are:

a. How can a database be established locally to service

external systems?

b. How can a local database help in improving the management

of work units?

V. ESTABLISHMENT OF THE DATABASE:

Particular details of the implementation of a database are, of

course, dependent upon the specific hardware system to be used. So

far, that decision has not been made. The system that is installed

should have some processing power and storage capability. This is a

minimum requirement for the Laboratory to handle current and future

informational requirements. The 3rocessing power can be a microcom-

puter or larger. Data entry should be through terminals with graphics

capability (color graphics would be even better) for output. The sys-
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tem should have the capacity to store 3 megabytes of data either

residentially or segmented over a reasonable number of data cartrid-

ges or diskettes.

If a minicomputer were acquired, then the processing and storage

requirements would be met with ease. Graphics terminals would still

be necessary -- such as Tektronix 4016's or microcomputers.

There is some chance that the acquisition of increased computing

power would be coupled with the demand for sharing this resource with

the operating units. This situation was discussed with Environics

personnel since they are performing the bulk of in-house research. It

was found that Environics has moved to acquire its own microcomputers

-- HP System 4685, Tektronix 4054 and an Intel system. The only po-

tential candidates for transfer to a lrcal minicomputer are the Air

Quality Assessment, Fuel Dump, and Dispersion models with are cur-

rently running at Eglin.

VI. LOCAL USE OF THE DATABASE ELEMENTS:

The primary R&D management tool is a presentation by the Project

Officer of current management/financial status and the progress of a

work unit. Thus, any local database system must have the capability

of augmenting the review process.

a. Presentation

The MASIS work unit report and the Cost Performance

Chart could both be produced with the most current

data. Conversations with both RDX and the Project

Officers indicate this would represent a significant

improvement.

b. Extensions of the TMR

1. A paper-less TMR could be provided by presenting the

presentation elements directly on the terminal.

2. Analysis packages could be provided for more sophis-

ticated interpretations of the contractor's cost

data. The intent is to discern trends in contractor

performance as early as possible.
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3. An analysis of the procurement process can also be provi-

ded. By using the project milestone chart and standard

estimates for the time necessary to complete the pro-

curement paperwork, an augmented milestone chart can

be produced integrating bureaucratic constraints with

the regular project components. This should be very

useful in the early detection of excess end-of-year

funds.

4. Television and computing can be combined in the TMR.

If a microcomputer is acquired with an output monitor,

then it is possible to videotape part of the presen-

tation and combine it with the computed presentation

elements.

VII. RECOMMENDATIONS:

The most obvious recommendation, of course, is that the Labora-

tory continue its inexorable march toward a computer-based informa-

tion system. The optimal strategy for acquiring processing power is

moot. One can "buy into" a large remote system or one can acquire

more modest, but local, capability.

My personal recommendation is for the acquisition of a local

computer housed in the Laboratory. This should be accompanied by an

array of terminals either clustered in one area or distributed about

the Project Officers. It is important to remember that the objective

of the entire effort is to significantly assist the Project Officers

while simultaneously increasing managerial efficiency. This objective

will be greatly enhanced by having terminals readily available for

the use of the Project Officers.

The computerization of the TMR and its various components should

be viewed as but the first step in the Laboratory's development. With

the advent of the VANGUARD system by AFSC, the Laboratory is placed

in a difficult "marketing" position. In order for programs to be fun-

ded, they must either be an obvious component of a weapon system or
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or items of apparent critical importance. This implies that future

budget cycles will become even more hectic as R&D projects attempt

to fit within the VANGUARD scheme.

A possible solution to this problem is the development of a

"what-if" system. This is a computer-based system which will allow

rapid reformulation of basic data to accommodate alternative scena-

rios. In the trade, these are called decision support systems. The

design of such a system for ESL will be the subject of my mini-grant

proposal.
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TRANSIENT HEAT TRANSFER IN COATED SUPERCONDUCTORS

by

Albert Menard

ABSTRACT

The effect of coatings on the transient (of the order of one

millisecond) heat transfer from superconductors to the surrounding

helium bath is investigated. A computer model for calculating the

response of a superconductor to pulses of heating is developed.

This model permits the evaluation of the effectiveness of coatings

in promoting heat transfer as a function of the properties of the

coatings, particularly the specific heat and thermal conductivity

of the coatings, the thickness of the coating, and the properties

of the superconductor. A comparison of the predications of this

model with existing experimental data is given. The experimental

test apparatus, built to verify the predictions of the model is

described. Suggestions for future research in this area is offered.
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I. INTRODUCTION:

The Air Force has long been interested in superconducting systems
1

for power generation and energy storage on-board aircraft. Many of

the uses of the energy stored in a superconducting magnet demand that

the magnet be pulsed. Pulsed magnets generate more heat energy than

do steady state magnets since the eddy current heating depends on dB/dt

which is much larger for the rapidly changing fields of a pulsed magnet.

If the superconductor is to be kept below its transition temperature,

this heat must be dissipated into the helium bath. Superconductors

have a low specific heat and poor thermal

conductivity, thus their temperature rises rapidly for small amounts

of heating. When the temperature of the superconductor exceeds its

transition temperature, it goes "normal". The "normal" superconductor

heats up very rapidly due to Joule heating since it is now resistive.

Such a quench as it is called leads to failure of the superconducting

system and a degradation of the properties of the superconductor. Tra-

ditionally the superconductor has been stabilized by surrounding it

with a copper matrix which has a high thermal conductivity and a high

specific heat which absorbs and distributes any heat which is generated.

Copper is relatively heavy, adding weight which is undesirable for air-

craft systems. In addition the presence of copper substantially increases

the eddy current heating, thus increasing the amount of energy which

must be dissipated. Seeking to solve this problem Lake Shore Cryotronics

of Westerville Ohio working under an Air Force contract, has recently

(1979-80) developed a series of ceramic material called "Laketite"

which have high thermal conductivity and/or high specific heat at low

temperatures. These materials are electrical insulators. Since they

are electrical insulators, they do not contribute to the eddy current

heating, which arises from currents which are induced in conductors by

rapidly changing magnetic fields. Also because the coatings are insu-

lators, they could replace both the copper and the epoxy insulation in

superconducting applications. These materials are less dense than copper;

thus they could reduce the weight of the superconducting system - a prime

concern of the Air Force. In addition the wide range of properties of
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these materials creates the possibility that they could be "tailored"

for specific applications. Improvement in the thermal properties of

superconductors, would permit faster pulses, and higher power levels

in superconducting systems. A method is needed to evaluate the per-

formance of these materials and to allow the Air Force to select the

material(s) from the group of Laketite materials that have the best

set of physical properties for further testing and development.

II. OBJECTIVES

The objective of this program is to develop a computer model that

would simulate the thermal behavior of both coated and uncoated super-

conducting wires. Such a computer model would allow specification of

the optimum properties for a coating material and the optimum thickness

for a coating if it were shown that coatings enhance the thermal prop-

erties of superconductors. The model would also reveal whether the

coatings would alter the heat transfer in the manner that is antici-

pated. Computer models must always be verified by comparison with actual

experimental data. For the case of uncoated wires and surfaces, some

experimental data exists. The predictions of this computer model are

compared with existing experimental data, Since data for these coatings

is non-existent, an experimental test facility was constructed to make

measurements on coated and uncoated samples, for the purpose of compari-

son with the results of the computer model.

III. THEORY

Before presenting the actual computer program, the general physical

background and physical assumptions that underlie the model will follow.

Since atoms in a solid are fixed, there are only two modes of heat trans-

fer - radiation and conduction. At the low temperatures necessary for

superconductivity, radiation is a very inefficient mode of heat transfer.

The maximum transfer of energy by radiation is given by

4 4
Q/A- (T 4 - T2 ) (1)
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Assuming T2 - 4.2 K, the normal boiling temperature of the helium bath,

and T1 - 30 K a temperature well above the transition temperature of

any currently known superconductor, then Q/A - 4.59 X 107 6 W/cm 2 . Any

thermal disturbance of a superconductor sufficient to drive it normal

would require heating power levels of the order of magnitude of Watts/

square centimeters. Since the heating levels are several orders of

magnitude greater than the maximum radiative heat transfer, radiative

heat transfer will be ignored in this model.

For a uniformly~heated cylindrical wire, heat can be conducted both

radially and axially. If one considers a cylinder in which heat is

transferred uniformly to the bath, i.e. equal amounts per unit surface

area, then the ratio of axial to radial heat transfer is given by the

ratio of the area of the ends to the area of the sides. This ratio

is r/1 where r is the radius of the cylinder and 1 is its length. For

wires this ratio typically is less than .01 which means that axial

heat flow is less than 1% of radial heat flow and can be ignored. How-

ever, with a copper stabilized superconductor and a low thermal con-

ductivity electrically insulating coating, it is possible that the axial

heat flow would be significant because of the much greater thermal con-

ductivity in the axial direction along the copper, than in the radial

direction across the coating. For simplicity the present model ignores

axial heat transfer.

Most experimental work on heat transfer at low temperatures is done

with flat plates. For a flat plate

Q/A = Km (T - Ti)/x (2)

where Km (T - Ti) .5i K(T)dT the integral of the thermal conductivity

To

and x is the thickness of the plate. The integral is necessary since the

thermal conductivity of materials at low temperatures is a strongly varying

function of temperature. The other simple geometry that can be solved ana-

lytically is the cylindrical tube. For this case the equation for conductive

heat transfer2 is given by
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Q/A - -2wLKm(To - Ti)/ ln(r /r ) (3)

where L is the length of the tube, r and ri are respectively the

outer and inner radius of the tube and K is the same as the previousm
equation. A solid cylinder or wire can be constructed from a series

of such rings. To eliminate the mathematical singularity that would

occur for the innermost ring when ri - 0, ri is taken at the midpoint

of each ring and r at the midpoint of the next ring except for the
0

outermost ring where r 0 - r the radius of the surface of the wire.

It can be shown that the average distance from an atom in one ring

to an atom in the next ring is 8/9 of the distance between the mid-

point of the two rings. Thus very little error is introduced by this

procedure. By this procedure one can calculate the conductive heat

transfer through a wire if the thermal conductivity and the dimensions

of the wire are known.

In a steady state situation this is the only contribution to heat

transfer. However, for transient conditions the material is being

heated by the energy passing through it. Some of the thermal energy

passing through the material is absorbed. The amount of heat that is

absorbed is given by

Q =PVCp T (4)

where y is the density of the material, V its volume, Cp is the

specific heat of the material, and AT is the temperature rise of the

material. Because heat transfer is a diffusive process similar to

electrical conduction, equations 2 & 4 are formally identical to the

electric circuit equations for a electric current through a resistor,

and the charge on a capacitor. Because electrical engineers have

developed extensive computer codes such as SCEPTRE for studying the

transient behavior of electric circuits, these analogy between heat

flow and electric current will be exploited in developing a computer

model for transient heat transfer. The complete analogies are:
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Electric Thermal

Voltage V Temperature T

Current I Heat Flow Q

Charge Q Total Heat Energy Q

Capacitance C Thermal Capacity VCp

Resistance R Thermal Resistance Ax/K for flat plate
m

In(ro/ri )/2ILK,

for the hollow tube

Two problems arise in "translation": the units must be a completely

consistent set on both sides of the analogy, and the analogy must now

be carried beyond the equations it refers to, for example there is no

thermal equivalent of electrical ground, or electrical energy. With

this analog the thermal behavior of a solid can be modeled by an electric

network: R RX

I T"
where the subscripts represent different segments of the solid. For

a wire C1 is determined by the volume from 0 - r and the density and

specific heat of the material. R is determined by the ratio of the

radii of the midpoints of the first two segments and the thermal con-

ductivity of the material. Since both the heat capacity and thermal

conductivity vary significantly with temperature at low temperatures,

the capacitance and resistance of the equivalent circuit are functions

of the voltage across them. Coatings can be represented in the same

fashion. Since both the coating and the wire are solids with similiar

densities and stiffness, it is anticipated that the thermal boundary

resistance between the coating and the wire would be negligible. This

point should be checked experimentally, a most formidable experiment

for which there is no obvious approach. This report will assume that

this resistance is negligible.

The greatest problem in this approach is how to model, the heat

transfer from the solid to the liquid helium bath. Because of the sharply

different densities (common solids are 15-70 times as dense as liquid helium)
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and very different sound velocities (solids have sound velocities

10-30 times that of helium), there is a substantial barrier to the

transmission of mechanical vibrations including heat between solids

and liquid helium. This thermal barrier, called the Kapitza resistance

exists because of the differences in the phonon spectra between

solid and helium. The general form of the Kapitza resistance from

theoretical considerations 3 is

Rk = C (Tref/T)3  (5)

Experimentally the exponent is between 2.7 & 3.3. The coefficient

varies somewhat with material. The value of 1.42 obtained by Steward
4

for Carbon films at 4K seems to be the most representative data.

This report assumes that the Kapitza resistance is given by Rk = 1.42
3

(4/T)

Because helium is a fluid it can transport heat by convection and

other fluid motions as well as by conduction and radiation. As in most

fluids the fluid motion terms will dominate the heat transfer. In

addition liquid helium is usually at 4.2 K the normal boiling point,

which means that minor changes in temperature will induce boiling.

Furthermore helium at 4.2K and 1 atmosphere is close to its critical

point of 5.2K and 2.2 atmospheres. This causes the thermophysical

properties of helium to vary rapidly in the temperature range of

greatest interest. Finally for short heat pulses it is doubtful that

the liquid is in thermal equilibrium. Despite these complexities it

is possible to model most of the physical processes that occur; just

as it is possible to experimentally measure transient heat transfer to

helium despite the formidable problems of thermometry.

There are five basic modes of heat transfer in helium. While

more than one mode is usually present, normally one mode of heat transfer

dominates for any given set of conditions. Which mode dominates depends

on the amount of power applied to the surface - customarily called the

wall and referred to by a subscript w - and the length of time that the
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heating has been taking place. The modes are conduction, convection,

nucleate boiling, transition, and film boiling.

For the very shortest times - less than 10 microseconds - the

liquid helium is virtually stationary, and can be treated as a solid.

Convection is repressed because horizontal motions of the fluid are

stopped by the roughness of the surface. Without horizontal motion

convection cells can not form. Since heat propagates at a finite speed,

for sufficiently short periods of time the heat has not penetrated far

enough into the fluid to start convection. Using a model of heat pene-
5tration into a solid , the penetration depth at I microsecond would

be approximately 10- 5cm. at typical value for the surface roughness of

an ordinary solid. In the conductive mode the heat transfer is propor-

tional to the difference in temperature between the wall (the surface

of the wire plate etc.) and the bath

Q/A - Tw - T AT (6)

Because of the extremely short times and small distances involved there C

are no measurements of the conductive mode. /

As soonas the heat penetrates beyond the boundary layer, convection

will begin. The heat transferred by convection is given by

Q/A - h A T (7)

where h is the heat transfer coefficient. For static fluid h is about

4 times larger than the corresponding coefficient for conduction. Since

both conduction and convection have the same dependence on T, it is

impossible to distinguish them on the customary plots of Q/A versus AT.

The conductive/convection regime will last until there is sufficient

energy per unit volume in the layer of helium adjacent to the wall to

initiate nucleate boiling. At low power levels this can be a long time

but at the heating power levels of interest the time for this to occur

50-10



is of the order 100 microseconds and decreases rapidly with increased

power levels. Since experimentation is difficult for such short

time periods, very little data exists in this region. For low

power levels and short times Steward's data 4 does have a linear

region suggestive of conduction of convection. In his data the

onset of nucleate boiling seems to occur at a fixed energy per

unit volume, but the data is not conclusive. A calculation of

the thermal resistance of a layer of helium 10-5 cm across trans-

porting heat solely by conduction yields a figure of .26 compared

with a Kapitza resistance of 1.2 at 4.2K. Convection would lower

the thermal resistance by a factor of four. This justifies trating

the Kapitza resistance as the dominant thermal resistance in this

regime. A warning of the proceeding results are valid only for

normal helium (He I) and are not valid for superfluid helium (He II).

The most important mode of heat transfer is nucleate boiling.

Bubbles of vapor form at preferred sites; being less dense than the

surrounding fluid they rise. Each bubble carries off the latent

heat of vaporization of the amount of the fluid required to form

the bubble, just as each parcel of convecting fluid carries off

the specific heat required to heat it to the lower density required

for convection. Because the latent heat of vaporization is much

greater than the specific heat, nucleate boiling is a more efficient

mode of heat transfer than convection. Despite the complexities

of nucleate boiling, in particular its dependence on surface prop-

erties, helium as well as other cryogenic fluids follow a modified

Kutateladze correlation6 which predicts that

Q/A - (Tw - T125 (8)

where Twand T1 are respectively the temperature of the wall and the

liquid. The coefficient of this equation depends soley on the properties

of the fluid. Actual experimental data 7 suggests that the exponent of

equation 7 should lie between 1.9 and 2.1. This probably reflects the

fact that convection whose exponent is one exists simultaneously with

50-11



nucleate boiling occupying the space between the bubbles. For this

report an equation

2
Q/A (Tw - T1 ) (9)

will be used as representing the mean of the experimental data.

Nucleate boiling continues until a peak flux is reached. The peak

flux depends strongly on the nature of the surface that is producing

the heat. Values for the peak flux range from .3 - IW/cm 2 . The experi-

mental values for systems most similar to ours clusters around the
2

values used in this report Q/A = .75 W/cm with T = .6K

At the peak flux, the bubbles merge to form a continuous layer of

gas. Because the thermal conductivity of the vapor is much lower than

that of the liquid- a factor of five for helium - a large thermal resistance

builds up. The amount of heat transported drops rapidly. If a constant

heat flux is applied to the wall, the temperature of the wall rises very

rapidly. Due to the rapidity of the temperature rise - typically less

than a millisecond, the exact form of heat transfer in this transition

region is unknown. From measurements 6,7 made with the temperature of

the surface controlled, it is known that the heat flux drops to a value
2

of .3 W/cm at T = 5 K. Lacking any better correlation, it will be assumed

that this change is linear even though, the curve appears to fall more

steeply than that. After the transition, the heat transfer is dominated

by film boiling. As with the transition from convection to nucleate

boiling, this transition seems to require a fixed amount of energy per

unit volume in the helium close to the surface.

In film boiling the heat transfer is dominated by the properties of

the vapor film. The high thermal resistance of the film causes the wall

temperature to rise sharply; values of 30 to 100 K above the bath temper-

ature are common. Because of the large rises in temperature, the thermo-

physical properties of the film vary significantly across the range of

film boiling. If the surface of the wall is curved e.g. a wire the heat

transfer is strongly effected, being enhanced because the curvature

creates instabilities in the film layer. These instabilities cause parts
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of the film layer to break off requiring extra energy to reform the layer.

Also the instabilities cause the film layer to locally thicken which absorbs
8

extra energy to create the additional film. Theoretical treatment of

film boiling gives a correlation of

Q/AT 0 ' 5  (10)

This correlation is in good agreement with experimental values. However,

the coefficient of T contains fluid properties that are strongly temper-

ature dependent. To simplify the fit to the experimental data on empirical

equation

Q/A = 0.0146 (T)1.3 + 0.1816 (11)

was used for flat surfaces. Curved surfaces would change the coefficient

and the constant but not the exponent. The increased exponent accounts

for the increasing thermal conductivity of the film layer with increasing

temperature and the constant reflects the existence of other modes of heat

transfer which prevent the correlation from passing through the origin.

The preceeding analysis assumes that the film is in equilibrium. For very

fast pulses the film is not in equilibrium but is changing its thickness.

These changes in thickness absorb additional heat. Iwasa 9 has shown both

theoretically and experimentally that this effect can be accounted for by

adding an additional term to the film boiling correlation of the form

Q/A = C d(T)/dt (12)

For flat copper plates the value of C is

C = 5 + 0.53((T) - 0.5)2 jm-2 K -1  (13)

C is strongly dependent on surface conditions but such variation changes

the overall heat transfer function by only a small amount.
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By fitting all these correlations together i.e. requiring that

the values by continuous at the juncture points, a complete description

of heat transfer into liquid helium can be constructed. When this

is combined with the previous thermai model of the surface a complete

heat transfer model is constructed. The aext section will describe in

detail the computer model that was constructed.

5
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1V. COMPUTER MODELS AND RESULTS

A powerful computer code called SCEPTRE has been developed

for solving transient problems in electric circuits. Since SCEPTRE

was already implemented on the computer system at Wright-Patterson

AFB, it was decided to use this computer code. As explained in the

previous section of this report, analogies can be made which permit

the translation of a thermal problem into an electric circuit problem,

which can be solved with the use of SCEPTRE computer code. The equiv-

alent electric circuit for heat transfer in a solid is simple, a string

of resistors and capacitors as previously diagrammed. The liquid helium

bath and its associated heat transfer is more difficult to model because

of the difference in heat transfer in the different modes.

The model of the liquid helium consisted of an idealized current

source(JH) whose value depended on the mode of heat transfer, the temp-

erature difference between the wall and the helium bath, the total

amount of energy received by the bath, and the time. A separate FORTRAN

subprogram generated the value of the required current. Because of the

complicated interrelations among all of these variables, this was the

most difficult part of the program to write correctly. To represent the

assumed constant temperature of the bulk of the bath - fixed at 4.2K, the

normal boiling point of helium - an idealized voltage source (E) was

added. Under the SCEPTRE code the presence of a voltage source requires

an external resistor (R0) to complete the circuit. Since this resistor

is supposed to be large, its value was arbitrarily set at 10,000 ohms.

As a test, the value of this resistor was varied from 102 ohms to '106 ohms.

No effect on the output of the program was noted at the level of one part
4

in 10 . The boundary layer was represented by a small capacitor (CL)

whose capacitance was equal to the specific heat of a layer of helium

10- cm in depth. As explained previously this is a reasonable value for

this quantity for times greater than ten microseconds. This small capa-

citor serves an additional purpose-measurement of temperature of the

helium adjacent to the wall. The SCEPTRE automatically calculates the

voltage (equivalent to temperature) across capacitors at each step of

its iterative solution to the circuit problem. This voltage can be used
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in other parts of the model which are dependent on the temperature.

The Kapitza resistance is represented by a resistor (RK) whose value

depends on the temperature of the wall surface. An additional resistor

RC and capacitor CE were added to allow the temperature of the wall to

relax back toward 4.2K after the pulse of heating ended. The values of

these quantities were chosen so that the relaxation time constant was

0.1 seconds which roughly agrees with experimental measurements. Detailed

studies of the relaxation process may well alter these values. The re-

sistor serves the additional function of monitoring the heat flow into

the bath. SCEPTRE automatically computes the current flow across resistors

at each step of the solution. These values can be used in other parts

of the program or printed out as a check on the behavior of the model.

The capacitor does the same thing for measuring the temperature. The

equivalent circuit for the helium is

RKR IT
TL T~l

For flat surfaces, it is customary to divide through by the unit

area of cross section since this is constant for all subsections of the

wall coating, and the bath. This converts resistance into resistivity,

current to current density, etc. However, the specific heat must still

be multiplied by the thickness of each subelement to convert it into capa-

citance, since the capacitance depends on volume rather than area. Because

it makes comparisons easy, most experimental results are reported this
2way with the heater power given in Watts/cm . On the other hand, for

curved surfaces such as wires, the surface area is not constant for all

subelements. To avoid errors, thermal conductivities must be explicitly

multiplied by surface areas and specific heats by the appropriate volume

to get the correct resistance and capacitance for the circuit. Also the

heating current must represent the total number of watts of energy that
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enters the system.

To model the N.B.S. work4 on transient heat transfer, a heater

current source JIN and a small capcitor for measuring the temperature

of the sample were added to the helium model resulting in the following

circuit diagram; A

-F ~ L III HEi LIUM M"ODEL

The N.B.S. used a very thin flat carbon film as both heater and thermo-

meter. The film was thin enough to be isothermal, so that there were

no thermal conductivity effects. The capacitance was set at one-tenth

of the value of the capacitance of the helium boundary layer even though

the film is thicker than the assumed boundary layer. Tests showed that

this value could be altered by a factor of ten without altering the results

of the program.

Preliminary results from this model were in qualitative agreement with

the experimental data. However the ten week period was too short to fully

"debug" the program and obtain extensive accurate results. For curved

surfaces there is a need to subdivide the wire and/or the coating into

separate elements. The program "elements" successfully achieved this

goal on the interactive computer system at Wright-Patterson AFB. Since

the main program was not fully "debugged" for the simpler flat surface

case, no attempt was made to extend it to the more complicated wire case.

V. EXPERIMENTAL PROCEDURES AND RESULTS

Conceptually the general procedure for the experimental work is

simple. A known heat pulse is applied to a material in a helium bath

and the resulting temperature rise is measured. The output of the computer

model is a plot of temperature versus time for a given power input. A

measurement of the temperature history of a sample for a known power input

would directly check the predictions of the computer model. For the com-

parison of model and experiment to work the thermal conductivity and specific
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heat of the sample as a function of temperature at low temperature

must be known as the model demands this information as input data.

Repeating the experiment for different coatings and different thick-

nesses of coatings, the effectiveness of the coating process and the

accuracy of the computer model could be throughly checked.

At low temperatures heat is usually produced by electric resistive

heating. A measurement of the current I and voltage V simultaneously

during the heater pulse yields the power input directly since P-IV.

An integration of the power over the length of the pulse gives the

total energy input to the sample. Circuitry for the simultaneous

measurement of I and V by use of a four point connection is well-

developed, fast and accurate. The main experimental problem is the

measurement of the temperature of the sample.

Thermometry always consists of measuring some physical property

of a system that varies in a known way with temperature. In the

temperature range of greatest interest, 4 to 20K, most properties

of nearly all materials are constant with respect to temperature changes.

A property that varies by one per cent or less over this entire temp-

erature range is too insensitive to measure the temperature with enough

accuracy to fulfill the experimental objectives. An additional problem

in this temperature range is the poor thermal contact between materials.

Unless a long time is allowed for the sample and the thermometer to

come to thermal equilibrium, there is a substantial question whether

the thermometer is actually measuring the temperature of the sample or

is reading some other unrelated temperature. The required equilibrium

times are typically I to 10 seconds which is far longer than the transient
-4 -2

heat transfer times of 10-  to 10 seconds. Furthermore, some properties

e.g. length changes occur slowly at these temperatures and/or require

slow measurements. The electric resistance is the one thermodynamic

property that both varies significantly with temperature, changes rapidly

in response to changing temperatures, and can be measured rapidly at

these temperatures. If the material that is heated has an electric re-

sistance that varies significantly in this temperature range, then the
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same material canib used both as heater and thermometer, thus

eliminating any problems of thermal equilibrium. The most accurate

measurements are made by simultaneously measuring the voltage and

the current across the resistor by use of a four point connection

in a manner similar to the measurement of the input power.

The best material for resistance measurements of temperature at

low temperatures is carbon. The standard low temperature thermometers

for work in the 4 to 20K range are carbon radio resistors and carbon

impregnated glass. A few researchers have used manganin or platinum

wire, or thermocouples, but the sensitivity is much lower. The specific

heat and thermal conductivity of carbon radio resistors is unknown and

varies among different brands depending on the details of the manu-

facturing process and the past history of the resistor. Toavoid this

problem samples of high purity, well-characterized graphite were

obtained from NASA-Lewis. These samples had numerous mechanical problems;

unmachineability, difficulties in attaching electrical leads, and a

tendacy to crack and fall apart when cycled between room temperature and

liquid helium temperatures. However, the most serious problem was a lack

of sensitivity in the appropriate temperature range. Carbon always

has a sensitive range, but the exact temperature value of this range

is unknown until it is measured at low temperatures because it is strongly

dependent on the past history of the sample. The sensitive range of this

graphite was well below the temperatures of interest to this project.

To alleviate these and other problems with graphite at low temperatures,

Corning glass developed a way to impregnate Vycor glass with Carbon.

Corning provided a rod of this material. As part of their contract with

the Air Force, Lakeshore Cryogenics measured the thermal conductivity,

specific heat, and electric resistance of samples of this material at low

temperatures. When it proved suitable in all respects, they coated two

pieces of it with different thicknesses of Laketite coating I-SC-i and per-

formed the tricky job of attaching electric leads to the sample. When

tested at Wright-Patterson, both samples cracked apart at the lead attach-

ment upon cooling to liquid Nitrogen temperatures. In addition the coatings
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cracked longitudinally indicating unexpectedly severe mechanical

stress due to differential contraction upon cooling. The samples

were returned to Lakeshore for recoating with the lead attachments

left bare to relieve thermal stress. They were scheduled to be

returned to W-PAFB the week after this project ended.

To test the experimental apparatus a small piece of uncoated

carbon impregnated glass was used. A voltage pulse from a Hewlett-

Packard 8012 pulse generator was fed into the sample. The voltage

across the sample was digitized and recorded on one of the two inputs

of a Nicolet 7021 signal averager. The other input of the signal

averager digitized and recorded the voltage across a fixed precision

resistor in series with the sample. The current through the

sample is equal to the voltage across the fixed resistor divided

by its resistance. The voltage across the sample is multiplied

by the current through it and the result is integrated over time to

provide the total energy input to the sample. The minicomputer on

the signal averager will do all these operations automatically except

for the multiplication. Because the pulse generator could not provide

the steady small current required to measure the changing resistance

and hence the temperature of the sample after the application of the

pulse, a current source was added to the circuit for this purpose.

If a steady current is applied to the sample, the voltage across the

sample is proportional to its resistance. This current must be small

enough so it does not create any substantial heating in the sample.

The circuit is diagrammed below.

The apparatus worked successfully, but the small size of the sample

made its resistance so low that the pulse generator was unable to

deliver enough power to significantly heat the sample. Thus no useful

results were obtained. Nevertheless, if the thermometry problems

can be solved the apparatus is capable of producing useful data.
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VI CONCLUSIONS AND RECOMMENDATIONS

The computer model gave results that were qualitatively in

agreement with experimental results. As explained in this report

every section of the model is based on sound physical principles.

For this project to be useful the computer program needs to be

fully "debugged" and ran extensively to test its validity in a

wide range of situations that can be compared with experimental

results. Thus validated, the program could be run at length

simulating wires both with and without coatings, with different

types of coatings, and with the different thicknesses of coatings.

This will provide the information necessary to evaluate the use-

fulness of these coatings for the Air Force. Clearly such a project

will require additional time and effort. The experimental test

rig works and will produce results if the thermometry and mechanical

cracking problems can be solved. Such results are vital for validating

the computer model since these new coatings may have characteristics

that are not properly modeled because they have never been used before

in any experimental system. Also direct experimental testing is

necessary to properly evaluate new products. As indicated in the

report, Lakeshore is attempting to repair and recoat the broken

Carbon-impregnated glass rods. In addition the N.B.S. is sending

some of its thin film specimens for use in the experimental test rig.
11

Recent literature indicates that a French group has sucessfully

used a superconductor as a thermometer. Since this is a more realistic

representation of the actual situation of interest - coating of super-

conductors, this approach should be investigated. As the sudden

appearance of this paper indicates work in the field of transient heat

transfer is badly fragmented and the literature is widely scattered.

A thorough review of the literature plus the results of this project,

assuming there is more computer and experimental work, would make a

good technical report which could bring order to this field and indicate

areas where the performance of superconducting systems could be enhanced

by better means of transient heat transfer.
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FAST ALGORITHMS FOR TARGET LOCATION AND IDENTIFICATION

by

Dr. Francis L. Merat

ABSTRACT

Methods for target location and identification in digitized aerial

imagery are investigated. Template matching is shown to be suitable for

implementation under the RADC Automatic Feature Extraction System.

Template image similarity and algorithms are examined which can recog-

nize image similarity in fewer calculations than correlation. These

sequential similarity detection algorithms have been implemented on the

RADC PDP-11/70 and partial results are reported. A fast correlation

algorithm has been developed but not tested. Suggestions for further

research in fast similarity detection algorithms are offered.
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I. INTRODUCTION

There is a significant interest within the United States Air Force

in the identification of objects within aerial imagery. As an example,

it would be invaluable to locate airplanes, tanks, and other objects of

military interest in aerial photography automatically. The automatic

qualifier is very important as the inputs from the wide range of sensors

available can produce too much data to be analyzed by skilled personnel.

Perhaps the simplest computer approach to locating and/or iden-

tifying objects is template matching in which a template (a replica of

an object of interest) is conpared to all objects in an image. If the

template matches any object in the image, that image object is labeled

as being the template object. This technique is fine in principle but

difficult in practice because real objects never match the template

(which is usually an ideal object). A general procedure used in tem-

plate matching is to define a function which expresses the difference

between the template and the image field. If this difference function

is less than some threshold the template object has been found in the

image.

However, this method requires the evaluation of the similarity

function at all points in the image - a typical image might be 512x512

points - which requires a large number of calculations, say P. In

addition, there is the number of calculations needed to evaluate the

similarity function over the template, say Q calculations. The total

number of calculations required to search one image for a particular

template is then PxQ - often a hugenumber for real images. What is

needed are algorithms which can reduce P and/or Q. Symbolic coding

can be used to reduce the dimensionality of the image and, consequently,

P. Feature extraction, theme encoding, and region growing are but some

of the more popular methods of image coding. On the other hand, very

little work has been done to reduce Q, the number of calculations

needed to establish similarity between the image and the template.

Precise methods for reducing Q are the subject of this report and will

be described in later sections.

51-4



II. OBJECTIVES

The main objective of this project was to add target identification

capabilities to the RADC Automatic Feature Extraction System. Practical

considerations included the development of fast algorithms for target

identification, i.e. template matching. Specifically, the project ob-

jectives were:

(1) To define and implement target identification methods

compatable with existing RADC software.

(2) To determine the fundamental limitations of suitable

target identification algorithms. This includes the

criterion of computational efficiency.

III. COMPUTATIONAL ENVIRONMENT

Before discussing various target identification algorithms it is

reasonable to review the computing environment in which these algorithms

will operate. Specifically, algorithms are desired which will operate

under the Automatic Feature Extraction System (AFES) developed by

Pattern Analysis and Recognition Corp. The AFES system is written in

C and operates under UNIX on a Digital Equipment Corporation PDP-ll/70.

Intrinsically, C offers excellent I/O and file capabilities but very

little mathematically. There are no intrinsic functions such as square

root, trigonometric functions, and the like. AFES contains a set of C

programs called the "window code" which may be added to any C program

and provides a sub-image of user definable size which moves through an

input image in a row by row fashion. Such a code is particularly well

suited to template matching algorithms. Additional features of AFES

are the ability to classify aerial photography via region growing and

the ability to train pattern classifiers, i.e. them encoding.

IV. MATHEMATICAL FORMULATION OF TEMPLATE MATCHING

To provide a basis for discussing template matching it is neces-

sary to develop the appropriate background for expressing object

similarity.
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Let the image field (the search area) S by a LxM discrete image

and let the template (commonly called a window) W by a KxJ discrete

image [See Figure 1] where each picture element is quantized to k grey

levels. Note that W is wholly contained in S and any measure of simi-

larity (or dissimilarity) must be a function of where W is positioned

within S. Let

sij
Sij

denote the location of the origin of W within S, i.e. SJ' denotes that

subset of S which is congruent with W. (i,j) is known as the reference

point and is allowed to span the range

0<i< K-M+I

O<j< J-L+1

In keeping with later references it is useful to define a measure of

dissimilarity. Using the above notation the dissimilarity function

d(i,j) can be expressed as

J K
d(ij) = fCsi'J(k,i) - W(k,l) ) (I)

k~l 2=1

If d(i,j) < T (where T is a preset threshold] a match is said to occur.

This is the classical template matching problem which has been analyzed

at great length (See III for a review of template matching.) The major

problems in target identification via template matching are:

* the differences between the target and the mask image,

i.e. scaling, rotations, noise, and

* computational inefficiencies.

The last point is particularly important for template matching as

computational times can easily exceed several hours per image on even

large computers.

The first problem can be overcome by the use of appropriate trans-

forms. A cross-correlation (defined later in this section) is insensi-

tive to translation and rotation. Doyle [2) has demonstrated a double
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correlation technique which also compensates for energy and scale

difference. In most all cases tolerance to various image-template

differences can be achieved only at the expense of the second problem

in template matching - computation times.

The large computational requirements of template matching are pro-

hibitive for many applications, hence, the interest in fast correlation

via optics [3], etc. The exact computational requirements are dependent

upon many parameters. An examination of (1) reveals an obvious depen-

dence upon L and M and the dissimilarity function f.

The function f has traditionally been restricted to f(x) - lxi,

corresponding to the Ll difference between the subimage S and the

window W, for f(x) = x which is the usual squared error measure of

similarity. The classical correlation function is a special form of

f(x) = x2 (See [1]),

7 s i'J (k, £)WM, £

R(i,j) = (2)

V I Si'J(k,Z)/ w(k,k)

Although the correlation function (2) is a common measure of image (dis)

similarity it is computationally inefficient because of the presence of

the normalization terms in the denominator (more will be said about

these terms later). For any choice of the function f in (1) there are

(K-M+)(J-L+l) possible registration points. If JK operations are

required to evaluate the dissimilarity function we have the awesome

total of JK(K-M+l)(J-L+l) operations. To give this expression some

real meaning consider the case where L-M-512 and J-K-32 then the number

of operations is

2 8(32) (32) (512-32+1) - 2.36x10

This particular example was chosen to be representative of the aerial

imagery in routine use at RADC/IRRE.
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The general problem has been to find an algorithm which is insensi-

tive to rotation, translation, scale, etc. and is computationally

efficient. Barnes and Silverman [4] recognized that the total dis-

similarity function need not be calculated, instead it is sufficient

to examine the rate at which the dissimilarity d(ij) increases. If

d(ij) increases rapdily a template match is not likely at this point

(ij) and the search continues. Other authors 15] have recognized the

utility of sub-templates. In this scheme the template is broken into

several sub-templates of reduced size. If a sub-template shows a high

degree of similarity, other sub-templates will be compared and only if

all sub-templates show high correlation will a match be confirmed. This

is essentially identical to coarse-fine template matching.

Both examples show that it is not necessary to evaluate the complete

dissimilarity function for each (ij), i.e. summing over all points

within the template, and, thus, drastically reduce computational require-

ments. Barnea and Silverman's algorithm has often been cited but has

not often been implemented. Two-stage template matching can be regarded

as another form of Barnea and Silverman's algorithm 16). Very little

unified work has been done in the area of reducing the computational

requirements of dissimilarity functions, and , in particular, little

has been done with coded images (i.e. images described not in terms

of pixels, but rather in terms of boundaries, regions, etc.). This

will be discussed further in Section V.

V. TEMPLATE MATCHING VIA CORRELATION

The correlation function is a classic measure of similarity. As

mentioned in Section VI it is related to the squared difference (the

L2 difference) and is the cross term in the expansion of the square.

At this point it is appropriate to distinguish between normalized and

unnormalized correlation functions. The unnormalized correlation

function

R(i,j) (k,t)W(k,) (3)
k-l 5--
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is not very useful for template matching because it is difficult to

compare values of the function at different locations in the image with-

in any meaningful context. To illustrate this point, the cross-correla-

tion can become large, even in a mismatch situation, if the elements in

S have large amplitudes. On the other hand, a correct match could occur

but if the elements in S are small the correlation function will be

small. It is the variation of energy represented by

J KI I S '(k,Z
k=l Z=1

that must be used to normalize (3) to allow meaningful comparisons of

image correlation across an entire image S. Without this normalization

there is no meaningful measure of what the correlation function means.

With normalization a value of zero indicates no correlation and no

match, one indicates a perfect match.

A program to compute the normalized correlation coefficient was

developed and tested under the RADC AFES system. The test image S

was a 512x512 pixel digitized aerial photo of the Schnedectady, New

York airport with a plane sitting on the runway. A 32x32 element sub-

image containing the airplane was taken from S to serve as the template.

As indicated in Section IV this brute force correlation required

approximately 10 calculations and took approximately 15,000 seconds

(about 4 hours) of CPU time on a PDP-11/70 to compute the normalized

correlation function for the entire image S. The initial template

retained a portion of the runway with the plane on it and resulted in

an overall high correlation with the runway segments in S. This suggests

that exclusion of the template background from the correlation would

increase the target discrimination and, because of the reduced size of

the template, reduce computation time. (Note: an unfortunate hardware

failure prevented inclusion of these results and copies of the images

used at this time. A RADC report which will include this information

is anticipated by November 1980 and will be available upon request
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from the author.) It is this idea of selecting a subset of the template

for correlation which provides the basis for fast template matching as

will be seen in the next section.

VI. FAST SIMILARITY DETECTION ALGORITHMS

As indicated in Section V it is not necessary to evaluate the

correlation function over an entire sub-image to determine if suffi-

cient dissimilarity exists that the sub-image cannot match the template.

A general class of algorithms based on this observation was proposed

by Barnea and Silverman [6] in 1971. Their observations were restricted

to the similarity function f(x) = xj. Consider the evaluation of (1)

for this similarity function. When the template closely matches the

sub-image the value of the dissimilarity function is small; conversely,

a mis-match generates a large error. The class of Sequential Similarity

Detection Algorithms (SSDA's) advocated by Barnea and Silverman describe

a template matching algorithm which does not necessarily require

computations over the entire JxK element sub-image. In its simplest

implementation the partial sum

p q
d(i,j;p,q) I I I Si(kt) - W(k,t) (4)

k=1 I=l

p < J , q < K

is compared to a fixed threshold T. If d(i,j;p,q) > T a mixmatch is

declared and the evaluation proceeds to the next reference point.

Unfortunately, there is no simple method to predict exactly how many

computations will be needed before a mismatch can be declared. In-

tuitively, this number (pq) should be lower than the JK computations

required for correlation at each reference point. Note that the

number of possible reference points is fixed - only the number of

computations per reference point is reduced. Barnea et al [4] report

that for a 32x32 pixel template 10-15 partial sums were often sufficient

to establish registration.
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It is interesting to note that the SSDA algorithm worked well for

the airport and plane template matching problem described earlier for

nearly all values of the threshold T. It is particularly encouraging

that low threshold values seemed to provide an optimum distinction of

the correct registration from the background. Such programs executed

on the RADC PDP-11/70 in approximately 2-8 minutes (depending on T)

as compared to the 4 hours for conventional correlation. It was hoped

that the SSDA would show a broad maximum near the correct registration

point permiting one to compute the dissimilarity function at multiple

pixel spacings (thereby reducing computational requirements) and still

be assured of finding the correct registration. Unfortunately, the

SSDA showed very narrow peaks for all low values of T and only began

to broaden for T's too large to be useful.

VII. A NEW SIMILARITY DETECTION ALGORITHM

These results have motivated a new algorithm (which has not been

tested due to problems with the RADC PDP-11/70 but which will be

described in the forthcoming RADC report). This new algorithm is a

SSDA based upon correlation as the correlation function typically had

broader peaks than the SSDA for f(x) = kx. This algorithm may be

developed from (1), (2) and (4) by recalling that the correlation is

related to the squared error; hence, the SSDA can be applied to

correlation. Specifically, let

d(i,j) = 1 - R(i,j) (5)

The second term in the denominator of R(ij) is a constant and need

only be computed once. The first term in the same denominator is the

sub-image energy and must be computed for each sub-image so as to

normalize R(ij). If Si 'j and W were closely matched R will approach

one and d will go to zero, i.e. the dissimilarity will be a minimum.

As R(i,j) can be represented as a set of partial sums in the manner

of (4) a SSDA algorithm for (5) might set a threshold T and count the

number of steps required for d(ij) to become larger than T. Because
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there is no square root function in C and for computational simplicity

the squared correlation function can be computed instead. Note that

R2(k,j;p,q) is a monotonically increasing function of p and q. If the

dissimilarity d(i,j) is greater than T before N interations that sub-

image can be rejected as a possible match. Conversely, one can evaluate

just R 2(i,j;p,q) and, if R2 > T for (p q) < JK, a match is probable.

More specifically, one might determine how many iterations are necessary

to reach a certain similarity (correlation). This may be regarded as

a gradient and, if the rate of similarity increase is small, anticipate

the final correlation as being insignificant.

VIII. RECOMMENDATIONS

At this point it is obvious that much faster algorithms than

direct correlation are reasonable for target identification. This is

exemplified by the four hour run time for correlation versus the 2-8

minutes for SSDA's. Execution times will be further decreased by

parallel computing as each row of an image can be evaluated for simi-

larity independent of the other rows. If all 512 rows were evaluated

in parallel a six minute run time would reduce to approximately 0.7

seconds. This number could be further reduced by the higher speed of

the dedicated hardware.

The deterministic nature of the data used is not representative of

real world problems. Real images are noisy, cloudy, etc. Barnea et al

[41 observe that a SSDA algorithm appears to be tolerant of clouds,

etc. whereas the correlation is not and may require additional pro-

cessing. This may somewhat defeat the advantage of the fast correlation

algorithm developed in the previous section and suggests using a SSDA

algorithm where f(x) = x2 .

The most important factor in future work is to determine if fast

similarity algorithms can be extended to rotational invariance. The

correlation function is somewhat adaptable to this end; hence, the

interest in developing the fast correlation algorithm. It is not

clear at this time that scale invariance is particularly important -

51-13



the scale of aerial photographs is usually known or can be computed.

A second recommendation for additional research is the ordering of

the points used for matching within the sub-image. Barnea and Silverman

used a random ordering of points. A grid of evenly spaced points was

used for the work described in this report. However, the most promising

approach is to use an edge detection algorithm and a set of points

along the edges of the template object(s). Previous work (7,8] suggest

the use of edge features for template matching can significantly improve

the matching process in terms of accuracy and that there may indeed be

an optimum ordering (9]. A final observation is that although the

RADC AFES system was unable to produce any theme-encoded images during

the period this report covers, there is no reason why symbolic (abstract)

data cannot be matched with a SSDA algorithm. The problems are mathe-

matically the same except for the meaning of the symbols.
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TO TACTICAL AND STRATEGIC
FIRE CONTROL SYSTEMS

by

Dr. Max Mintz

ABSTRACT

In this report we have briefly delineated a range of

practical applications of three distinct classes of

mathematical models to tactical and strategic fire control

problems. The focus of the research effort reported here is

the application of game theory, markov chains, and time

series models in an integrated study for determining

techniques to generate and/or evaluate evasive maneuvers for

defensive fire control scenarios.

The applications paradigms include: Evasive

Maneuvering Against GCI and Airborne EW Radar

Systems; Evasive Maneuvering Against Enhanced AAA Fire

Control; Evasive Maneuvering Against a Multiple Missile

Threat.

A portion of this report summarizes research results

obtained todate; the remainder of the report suggests

avenues for further research effort.
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I. INTRODUCTION

1.0 Background

In order to synthesize effective weapon systems or

achieve more effective use of current systems, designers,

analysts, and operations personnel must continually consider

the conflicting roles of offense and defense in seeking a

means of evaluating new designs, proposed modifications, or

operational tactics. These individuals must continually

seek to understand the interaction, often complex,

frequently time-varying, between the offensive capabilities

of a given weapon system and potential defensive systems or

tactics to be employed against this given system. As an

illustration we observe that in virtually all aspects of

defensive and offensive operations of fire control systems,

as well as the related sensor, data processing, and battle

management subsystems, it is necessary to consider the

effect of target maneuvers in order to properly assess

overall system performance.

1.1 Focus

In this report we have briefly delineated a range of

practical applications of three distinct classes of

mathematical models to tactical and strategic fire control

problems. The focus of the research effort reported here is

the application of game theory, markov chains, and time

series models in an integrated study for determining
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techniques to generate and/or evaluate evasive maneuvers for

defensive fire control scenarios.

A portion of this report summarizes research results

obtained to date; the remainder of the report suggests

avenues for further research efforts.

1.2 Philosophy

The underlying philosophy of the research reported here

is threefold:

i) We have emphasized practical applications as

opposed to pure theory. The fire control environment is

inherently a real-time environment. Hence, rather than

following a path developing a global theory which leads to

algorithms which are not consistent with our real-time

objectives, we have sought instead to develop suitable

heuristics to achieve significant improvements in the state

of the art, while at the same time achieving the underlying

requirement of computability in real time.

ii) We have sought to identify a suitable degree

of model complexity to achieve the desired applications

oriented results. Where closed form or analytical results

were not achievable, digital computer simulation techniques

were used judiciously.

iii) We have sought to develop generic models

wherever possible. Although actual flight test data

provided some substantial insight into the behavior of some

aspects of system performance, it is felt that this insight

can reasonably be generalized to encompass other aircraft.
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In certain instances characteristic parameters for specific

aircraft and missiles were used to provide truth models to

evaluate algorithm performance. Once again, the insights

gained from these specific models are felt to be indicative

of a range of aircraft and missiles. Varying these

parameters would lead to variations in performance envelopes

as opposed to the refutation of a specific concept.

1.3 Presentation

Since the purpose of this report is to summarize an

integrated study of applications oriented mathematical

modeling techniques for defensive fire control, the

presentation will emphasize brevity at the expense of

copious detail. The interested reader is referred to recent

reports [1,2,3], by the author and his colleagues, which

contain complete details of the earlier work summarized

herein, and to a forthcoming technical report [4] which

emphasizes the integrated aspects of this modeling research.

The presentation of the remainder of this report is couched

in a fashion which assumes that the reader is familiar with

certain basic results of game theory and stochastic

processes. References 11,2,3,5,6] provide an overview of

the basic concepts which are used in the sequel.

II. OBJECTIVES

2.0 Primary Considerations

The major objective of this report is to identify and
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briefly illustrate a variety of interrelated practical

applications of game theory, markov chains, and time series

models to defensive fire control technology. The primary

thrust of this integrated study is the determination of

techniques to generate and/or evaluate evasive maneuvers of

aircraft in both tactical and strategic conflict

environments. The specific arenas and applications areas

include:

(Section III) Evasive Maneuvering Against GCI and Airborne
EW Radar Systems

(Section IV) Evasive Maneuvering Against Enhanced AAA Fire
Control

(Section V) Evasive Maneuvering Against A Multiple Missile
Threat.

The concepts and algorithms delineate.d in sections III,

IV, and V have been motivated by or have potential impact on

the following USAF programs: Integrated Defensive

Operations Systems Technology (IDOST); Integrated

Flight/Fire Control (IFFC); Integrated Flight/Weapon Control

(IFWC); Missile Evaluation (MISVAL). These programs are

cited to suggest representative related applications areas

and do not constitute a complete list of possibilities.

2.1 Section III Objectives

The first objective of section III is to summarize new

probabilistic relations which characterize the effect of

evasive maneuvering on the performance of return-to-track

correlation algorithms (RTCA) which could be employed by a
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GCI network or by an airborne EW radar system as part of an

automatic track initiation (ATI) function. These

probabilistic relations represent new results in this

applications area. The second objective of section III is

to indicate how one can apply game theoretic techniques and

markov chain concepts in conjunction with these new

relations to synthesize a family of evasive maneuvers to

blunt the effectiveness of GCI and EW radar tracking

systems.

2.2 Section IV Objectives

The first objective of section IV is to briefly

summarize our recent research [1,2) integrating game

theoretic, markov chain, and time series models to obtain

enhanced filtering and prediction capability in AAA fire

control. The second objective of section IV is to indicate

how this development of enhanced AAA fire control capability

provides insight into the development of evasive maneuvers

to blunt the effectiveness of such AAA systems. The

connection between these new concepts and the USAF IFFC and

IFWC programs is highlighted.

2.3 Section V Objectives

The first objective of section V is to briefly

summarize our recent research (3) developing real-time

heuristic algorithms for multiple missile evasion based on

game theoretic techniques. The second objective of section

V is to indicate avenues of exploration expected to enhance
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these real-time algorithms. Finally, the connection between

these new concepts and several USAF programs is highlighted.

III. EVASIVE MANEUVERING AGAINST GCI
AND AIRBORNE EW RADAR SYSTEMS

3.0 Introduction

A review of the recent literature [5,6,7,8,9]

pertaining to return-to-track correlation algorithms (RTCA)

as well as algorithms for automatic track initiation (ATI)

reveals the existence of a universal assumptiom which is

crucial in the evaluation of algorithm performance.

Specifically, it is universally assumed that the underlying

truth model for the discrete time stochastic process

representing the observation residuals, i.e., the one scan

prediction errors associated with the TWS function, is a

zero mean stochastic process. This pivotal assumption is

equivalent to the assertion that the target maneuver process

is adequately modelled as an uncorrelated or white noise

process with zero or known mean. This latter assumption

would be reasonable if, for example, the tracking process

was carried out in an X-Y coordinate frame and the target

aircraft followed a nearly constant velocity path except for

occasional maneuver acceleration inputs modelled by white

noise. It is important to note that while the assumption

that the observation residuals constitute a zero mean

stochastic process seems to be universally adopted for the

purposes of analysis and performance evaluation, it is,
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nonetheless, recognized in the literature that this

assumption could preclude the proper analysis of the effect

of evasive target maneuvers.

Since the contribution of this portion of our research

effort focuses on the effect of evasive maneuvers in

degrading the performance of GCI and airborne EW radar

systems, it is necessary to reconsider the choice of

underlying assumptions, particularly those which relate to

target maneuver models. Next, we present the probabilistic

relations which capture the effect of evasive maneuvering on

RTCA. These relations contain as special cases the

previously known results [5,61 for nonmaneuvering targets.

We conclude this section with some remarks indicating how

game theoretic techniques and markov chain concepts can be

used to design evasive maneuvers to degrade GCI and EW radar

system performance by exploiting the functional form of the

probabilistic relations presented in the following

subsection.

3.1 Degradation of Tracking Performance Due to Evasive

Maneuvering

We begin this subsection by introducing some notation

and by defining and illustrating a RTCA. Consider a TWS

radar system with scan time T. Let z(n) denote an N-vector

which characterizes the observation of a radar return at

"time nT". Here nT refers to the nth scan of a "localized"

surveillance volume which is "predicted" to contain the next

or nth return from a target currently being tracked, or the
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next or nth return from a potential target being considered

for track status. We remark that the radar system is gated

so that the surveillance volume associated with the location

of the predicted return can be limited. We assume the TWS

radar system employs some generic type of one step (one scan

ahead) predictor such as an alpha-beta predictor or a Kalman

filter. In order to make the RTCA problem interesting we

assume that we are faced with "returns" due to clutter,

false alarms, and radio frequency interference (RFI), as

well as real targets. In order to accomplish the

return-to-track correlation process, we shall adopt the

following generic [5,6] approach. For each return zi(n),

i=l,2,..,s, within a "rectangular" gate centered at the

predicted location of the nth return, we compute the

following "distance"

d(yi ) = yV-ly1  . (3.1)

Here V denotes a covariance matrix to be defined

subsequently and yj denotes the vector difference

(observation residual) between the ith return and the

predicted location of the target based on one scan ahead

prediction. The covariance matrix V is defined to be the

covariance matrix for the observation residuals based on an

assumed target model (which is generally not the truth

model) and a one step prediction algorithm, e.g., a given

Kalman filter. The RTCA operates as follows: the distance

d(yi ) is computed for each i, i - 1,2,..,s. The residual Yk
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associated with the minimum value of d( ) is associated with

the (true) return from the desired target. Several remarks

are in order:

(a) If s = 0, i.e., there are no returns in the gate, the

system is allowed to "coast" and a two step prediction is

generated based on the last correlated return.

(b) If s = 1, the track is declared correlated with this

return.

(c) If s > 1, the track is declared correlated with the

return which has the minimum value of d( ).

(d) This correlation algorithm is equivalent to a maximum

likelihood selection process under the assumption that the

observation residuals from the true target are gaussian with

zero mean and covariance matrix V.

In what follows we will assume that the actual errors

in one step prediction based on the actual target truth

model and the given TWS predictor (which is generally not

matched to the target truth model) is adequately modeled by

a conditionally gaussian stochastic process

{ y(n): n = 1,2,..} with moments defined by:

E[y(n)] = m(n)

(3.2)

E[(y(n)-m(n)) (y(k)-m(k))'] = W(n,k)

n,k = 1,2,...

Several remarks are in order:

(a) The stochastic process {y(n)} is said to be

conditionally gaussian, since the process is gaussian
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"conditioned" on a given set of moments (3.2).

(b) The moments (3.2) generally will depend on the (as yet

unspecified) maneuver process which characterizes the target

motion.

(c) In what follows we shall assume m(n) depends on n (the

scan index) but that W(n,n) does not.

(d) In our subsequent discussion in this subsection we will

have no need to consider W(n,k) for n#k.

The following parameters are employed in the sequel to

characterize the probabilistic expressions which relate to

RTCA performance:

(a) G denotes the "rectangular" gate associated with the

TWS radar system and the RTCA. The gate G denotes a volume

in the N-dimensional coordinate space associated with the

observation residuals. The jth axis in this space is

measured in units of a., where 2 = v

(b) The normalized half width of the gate G in the jth

coordinate is denoted by K "

(c) L denotes the average number of false returns (clutter

returns, false alarms, and RFI) per unit surveillance

volume. We assume in any scan of a given surveillance

volume, the number of false returns has a Poisson

distribution (with parameter L per unit volume) and the

spatial distribution of these false returns is further

assumed to be locally uniform.

(d) PD denotes the probability of detecting a return from

the target aircraft.
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(e) PG denotes the probability that a correlation will be

declared. (N.B. This return-to-track correlation may be

either correct or incorrect.)

(f) PC denotes the probability that a correlation will be

correct given that a correlation is declared.

(g) P(correct/det) denotes the probability that the return

from the aircraft target on the nth scan will be properly

associated (correlated) with the actual track, conditioned

on the event that a return from the target aircraft is

detected on the nth scan. We simplify the language here by

saying P(correct/det) denotes the probability that a proper

return is correlated given a proper return is detected.

(h) P(none/det) denotes the probability that no correlation

is declared given a proper return is detected.

(i) P(false/det) denotes the probability that a false

(incorrect) correlation is declared given a proper return is

detected.

(j) P(none/no det) denotes the probability that no

correlation is declared given a proper return is not

detected.

(k) P(false/no det) denotes the probability that a false

(incorrect) correlation is declared given a proper return is

not detected.

The following expressions delineate the relevant

probabilities which characterize the correlation performance

of the generic RTCA adopted in this study:
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P(correct/det) =

(3.3.1)

a fexp[-b(y'Vy) N / 2 - (1/2) (y-m) W-i (y-m)]dy

G

where

N - 1/2a = [(27r) Det(W)]
1/2

b = (LCN7Det(V) )/( 2 aI. 2 a 2 .. 2 aN)

27r

CN = 2CNIJ cosN(t)dt

0

C = 2/ , and m, W refer to moments (3.2).
1

P(none/det) =

(3.3.2)

[1 - a Jexp[-(1/2)(y-m) W- (y-m)ldylexp[-LKiK2..KNI

G

P(false/det) = 1 - P(correct/det) - P(none/det) . (3.3.3)

P(none/no det) = exp[-LKIK 2..KN] . (3.3.4)

P(false/no det) - 1 - exp[-LKIK 2..KN  (3.3.5)

PC = PDP(correct/det)/PG • (3.3.6)

PC = 1 - P(none/det)PD - P(none/no det)(-P D ) . (3.3.7)

A complete derivation of these prtious probabilistic

expressions characterizing the RTCA appears in (4]. The

probabilistic relations (3.3.1), (3.3.2), (3.3.3), (3.3.6),

and (3.3.7) depend on the mean m of the observation residual

associated with the nth scan. When the mean vector m is
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zero these expressions reduce to the previously known

results obtained in [5,6]. The probabilistic relations

(3.3.4) and (3.3.5) do not depend on the mean vector m,

i.e., these probabilities do not depend explicitly on the

target maneuver process, and hence are identical to the

related expressions previously obtained in [5,6].

It is enlightening to consider the behavior of the RTCA

in a special but very practical case where N = 2. When

N = 2, we could be considering our observables to be range

and azimuth, or X and Y. In the following, we evaluate

explicitly the expression for P(correct/det) for the

limiting case where G is infinite.

INFINITE GATE EXAMPLE:

If N = 2, and K1 = K2 = 0, then P(correct/det) becomes:

P(correct/det) = cexp[-(I/2)m'Am] , (3.3.8)

where:

-1 -1/2
c = Det[I + 2rWV I]

r = (I/2)L.r(l-P)I 2 ,

A W-I- W -BW
- 1

B = (1/2) [rV - I + (1/2)W-1 ]-I

and p denotes the estimated coefficient of correlation

between the two observables on the nth scan, i.e., the

coefficient of correlation of V. Here m and W refer to the

moments (3.2). Expression (3.3.8) collapses to the
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previously known result [6] when m = 0. We remark that the

matrix A is positive definite when L > 0.

A second special case not presented here but considered

in (4) concerns the explicit functional form of

P(correct/det) when the gate G is finite, there is no

correlation between observables, and the second moment

statics of the tracking filter and the actual residuals are

equal.

Several remarks are in order:

(a) The derivation of (3.3.1) - (3.3.8) assumes that there

is no interference between separate tracks, i.e., gates for

different tracks do not overlap. Such overlap could lead to

ambiguity in applying the generic RTCA.

(b) The derivation of (3.3.1) assumes that the

hyperellipsoidal volume D, D = (u: u'V-lu < dmin ], where

dmin denotes the minimum value of (3.1) evaluated for all

returns within the gate, lies entirely within G. This

approximation is good for practical gates which are suitably

large, and becomes exact in the infinite case.

3.2 Conclusions and Avenues for Further Research

We have examined how the existence of a non-zero mean

m(n), which characterizes the behavior of the discrete time

stochastic process {y(n): n=l,2,..} representing the

observation residuals of a TWS radar, degrades the

performance of the tracking system by affecting the values

of P(correct/det) over a given sequence of scans.
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We have presented specific probabilistic relations

(3.3.1) - (3.3.8) which delineate the effect of the process

mean m(n) on the RTCA. An examination of (3.3.1) indicates

that P(correct/det) achieves its maximum value over m when

m = 0. This functional behavior is particularly evident in

the special case of the infinite gate (3.3.8).

3.2.1 Markov Chains and Game Theory

Our ongoing research effort is concerned with the

effect of the target maneuver process on the performance of

the RTCA. Here we are exploiting the functional dependence

of P(correct/det) on m(n) as well as V, and W. Several

remarks are in order:

(a) The actual maneuvering behavior of the target

determines the values of of the mean vectors

{ m(n): n=l,2,...} . Based on an elementary analysis of

stochastic systems, it can be shown [4] that the values of

the sequence {m(n): n=l,2,... } are not generally

independent. Hence we can view the choice of a target

control law or maneuver process in the following way. We

can seek a choice uf maneuver process to maximize the

probability of loss of track. This is a sequential decision

problem which is modelled in terms of a finite markov chain

(4].

(b) The counter strategies of the GCI or EW radar systems

designers must also be considered. Specifically, the choice

of tracking filter affects the behavior of V -- which is

generally not known exactly by the evasive target. This
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leads to a game theoretic analysis of a choice of tracking

filter versus a choice of target maneuver process. The

evaluation of these strategy pairs is made in terms of RTCA

performance 14].

IV. EVASIVE MANEUVERING AGAINST ENHANCED AAA FIRE CONTROL

4.0 Summary

In a recent study [1] we have described practical

applications of an integrated modeling technique which

combines game theory, markov chains, and multivariate time

series models to obtain enhanced filtering and prediction

capability for AAA fire control systems. This study was in

turn an outgrowth of an earlier study [2] which applied game

theory and univariate time series analysis to problems in

AAA fire control. This unified approach lead to the

development of enhanced filters and predictors and

simultaneously provided insight into the nature of

successful maneuver processes to blunt the effectiveness of

AAA systems. The game theoretic techniques lead to the

development of (i) robust filters and predictors to be used

against evasive targets and (ii) a technique for designing a

class of "worst case" maneuver processes. The application

of markov chains and multivariate time series models has

lead to an enhanced understanding of the effective

attributes of evasive maneuvering by attack aircraft in an

air-to-ground weapon delivery environment. The models

developed in studies [1] and [2] were based on actual flight

52-19



test data.

4.1 Further Research

Studies [1] and [2] provide a useful conceptual

framework and simulation test bed for evaluating the

effectiveness and survivability of air-to-ground attack

strategies generated by proposed IFFC and IFWC systems. We

suggest that further research effort relating to the

conceptual approach and algorithm development of studies [1]

and [2] be focused on data sets generated by IFFC and IFWC

simulations and actual flight tests.

V. EVASIVE MANEUVERING AGAINST A MULTIPLE MISSILE THREAT

5.0 Summary

In a recent study (31, we have presented four real-time

heuristic algorithms for determining aircraft evasion

strategies against a multiple missile threat. Algorithms 1

and 2 are based on a "myopic" saddle-point calculation which

apportions the projection of the instantaneous aircraft

acceleration among the normals to the individual maneuver or

guidance planes defined by each missile and its target.

Algorithms 3 and 4 are also based on "myopic" saddle-point

calculations. These latter two algorithms apportion the

projection of the instantaneous aircraft acceleration into

the individual maneuver planes so as to maximize the minimum

of a function which is related to the line of sight rate of

each missile threat. These latter two algorithms are
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motivated by the concept of anti-proportional navigation.

Each algorithm has the following properties: i) each

requires relatively minimal dynamic and parametric

information; ii) each provides capability against an N

missile threat; iii) each generates aerodynamically

feasible aircraft maneuvers which meet both structural and

pilot stress limitations; iv) each is computable using

foreseeable hardware; v) each exhibits markovian behavior,

i.e., each is restartable from present state information.

Simulation results using each algorithm with generic

F-4 and AIM-9 truth models, characterized by nonlinear

differential equations, including lift, drag, gravity,

3-dimensional point mass dynamics, aircraft load factor and

roll rate limits, and missile autopilot dynamics and load

factor limits are presented.

All four heuristic algorithms are motivated by a formal

game theoretic model for multiple missile evasion. This

formal game theoretic analysis is included as part of this

study.

5.1 Further Research

Study [3) is the first reported research on the

development of real-time algorithms for multiple missile

evasion. We propose to continue the algorithm development

initiated in [31. This research to achieve enhanced

algorithm performance will focus on the effects of

i) engagement geometry; ii) maneuver initiation

timing; iii) simultaneous programming of bank angle and load

52-21



factor decision variables; iv) thrust modulation and drag

modulation; v) evasive maneuver smoothing via short term

prediction. The results of this research could potentially

impact USAF programs such as MISVAL and the Advanced Fighter

Technology Integration (AFTI) program.

VI. RECOMMENDATIONS

Our recommendations for further research on the

application of game theory, markov chains, and time series

models to tactical and strategic fire control systems, which

were presented in sections 3.2, 4.1, and 5.1, represent an

integrated program of research with substantial potential

for useful impact on a variety of USAF programs. We cite

AFWAL related programs such as IDOST, IFFC, IFWC, MISVAL,

and AFTI as realistic examples.
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THE EFFECTS OF DIFFERENT ENVIRONMENTS ON AUDITORY CANAL AND RECTAL TEMPERATURES

by

Leland F. Morgans

ABSTRACT

The effects that different inflight and preflight environments have

on auditory canal and rectal temperatures were investigated. The various

types of environments included the donning and removal of a flight helmet,

different ambient temperatures, the type of material that was used to pack

and cover the auditory canal, and whether or not a breeze was blowing past

the subjects. Results obtained from these experiments have shown that:

(1) the ambient temperatures had a significant effect upon both auditory

canal and rectal temperatures; (2) the donning and removal of a flight

helmet and whether or not a breeze was blowing past the subject had a signi-

ficant effect on auditory canal but not rectal temperatures; (3) and the

type of material used to pack and cover the auditory canal did not significantly

affect either auditory canal or rectal temperatures.
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I. INTRODUCTION

It has been known for some time that heat stress adversely affects

human performance. 1 ,2 ,3 Cockpit temperatures of fighter aircraft can

become quite warm.4 '5 '6 '7'8'9 For example, cockpit temperatures in fighter

aircraft have been found to remain above 300C during low-level flight in

hot weather 0,11,12and peaks of 45C or more have been recorded in the 
F-4. I1

Also, radiant heating due to sunlight has been found to produce black globe

temperatures 8-12°C above dry bulb temperatures.10 ,12 Therefore, since cock-

pit tempeartures do become quite high, it should come as no surprise that these

temperatures can produce adverse effects on the pilot.
1 0 ' 1 1 ' 12 ' 7' 1 3 ' 14

One of the best ways to measure the effects of heat stress within an

individual is to monitor his core temperature. 15 ,16 However, many factors

can affect core temperature such as exercise, 1718surrounding ambient tempera-

tures, 19,2Ohyperventilation and muscle tensing, 21donning a flight helmet,
2 2

applying heat to the head,23,24,25cooling the head,26,27etc. The preflight

and inflight recording of core temperature usually uses one of two methods:

rectal (Tre) and auditory canal (Tac) temperatures. Rectal temperatures

are rarely recorded because of the reluctance of aircrews to use this

method. For these reason, Tac is used in both the laboratory and field

environment to measure core temperature. However, the problem with using

Tac as an indicator of core temperature is that environmental changes may

cause Tac to fluctuate rapidly whereas Tre remains more stable and changes

that do take place occur more slowly.2 5 ' 2 6' 2 8 Thus, Tre may be a better

indicator of true core temperature than Tac.

II. OBJECTIVES

One of the primary objectives of this research project was to study

the combined effects of various preflight and inflight environmental

conditions on auditory canal and rectal temperatures. The various environ-

mental conditions were: ambient temperatures, types of ear packing and

covering material, donning and removal of a flight helmet and whether or

not a breeze was blowing.

Another objective of this study was to determine what effect central

core temperature changes had on auditory canal and rectal temperatures.

A third objective was to determine which of the two temperature recordings,

i.e., Tre or Tac, is more stable and thus gives a better indication of true

core temperature.
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III. MATERIALS AND METHODS

All of the eleven subjects used in this study were either military

personnel or civilians who worked for the Air Force at the School of

Aerospace Medicine (Brooks AFB) in San Antonio, Texas. Five of the

subjects were used in the first experiment that was conducted in the summer

of 1979 while the other six individuals were used in the second experiment

that was carried on in the summer of 1980. All of the subjects were informed

of the nature of the experiments before they agreed to participate and they

all signed the proper consent forms.

The experiments were conducted in environmental chambers which were

set at 220C (cool environment) or 350C (warm environment). Temperatures

were measured using rectal and ear thermistors (YSI, 700 series). The

tympanic membrance was examined with an otoscope before the ear probe was

inserted so that one could be certain the ear was free of infection or any

other potentially hazardous condition. The auditory canals were either

packed with cotton or they were packed with cotton and covered with a sheet

of plastic. Thus, the first experiments consisted of the following four

runs: (1) the environmental chamber was set at 22 °C and the auditory canal

was packed with cotton; (2) the environmental chamber was set at 22°C and the

auditory canal was packed with cotton which in turn was covered by plastic;

(3) the environmental chamber was set at 35 C and the auditory canal was

packed with cotton; and (4) the environmental chamber was set at 35°C and

the auditory canal was packed with cotton which in turn was covered with

plastic. Each subject participated in all four runs in a randomized order.

No more than one run was performed on a subject/day and each subject did

not participate in more than two runs/week. A minimum of one day elapsed

between each run with every subject.

After the ear and rectal thermistors were inserted and the individual

was in the environmental chamber, the probes were attached to a temperature

recorder and printer (Westronics, Inc.) that was located outside the chamber.

While the subjects were in the environmental chamber, five experimental

conditions were performed on them, always in the same sequence: (1) fan off,

helmet off; (2) fan off, helmet on; (3) fan off, helmet off; (4) fan on,

helmet off; and (5) fan off, helmet on. The helmets used were standard flight

helmets. The fan created an air flow which was measured at 3m/sec by an

anemometer (Datametrics). Once a subject's Tac and Tre had reached a steady
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state (+0.05 C over a five minute period) in a particular stage, he was

moved on to the next stage. This procedure was repeated until the subject

had completed all five stages.

Because of the results obtained in the first experiment, a second

experiment was performed that was very similar to the first. However,

in the second experiment, the ear canals were only packed with cotton,

i.e., they were never covered with plastic, and the subjects pedaled a

bicycle ergometer when the environmental chamber was at 220 C. The subjects

pedaled the bicycle at a load of 50W with a frequency of 50cpm. Five-minute

work periods alternated with five-minute rest periods throughout the experiment.

The data were statistically analyzed by two to six way ANOVA and paired

t-tests. Differences were considered significant if p<.0 5 and highly

significant if p<.01.

IV. RESULTS

The results of the first experiment are graphically shown in Fig. 1

and 2. Highly significant differences were found between Tac and Tre. The

average temperatures within the auditory canal (36.34 0 were lower than those

of the rectum (36.97 C). Highly significant differences also existed between

the trends of Tre and Tac. Rectal temperatures showed a trend toward a

slight fall or rise depending upon whether the experiment was performed

in a cool or warm environment whereas auditory canal temperatures tended

to fluctuate more with the external environmental changes such as donning

or removing the flight helmet or whether or not a breeze was blowing.

The two different dry bulb temperatures (Tdb) had a significant

effect on Tac in that the average auditory canal temperatures were lower

(35.880C) when the surrounding Tdb was 220C than they were when Tdb was
350C (36.660 C). Auditory canal packing and covering material (ear coverings)

did not have a significant effect on Tac, i.e., it didn't matter whether the

auditory canal was packed with cotton only or whether, in addition to the

cotton, the external ear was covered with a sheet of plastic. The different

experimental conditions had highly significant effects on Tac. Donning of

a flight helmet produced a rise in Tac whereas flight helmet removal caused

a fall in Tac. If a breeze was blowing, it produced a further drop in Tac

at 22 C Tdb but not at 35 C Tdb. These fluctuations in Tac were more

53-6



pronounced in 22 °C than they were in 350 C. Within those experimental conditions,

stations 1 and 3 (fan off, helmet off) were the same as were stations 2 and

5 (fan off, helmet on). In order to answer the question as to whether or not

stations 1 and 3 and 2 and 5 had similar Tac, paired t-tests were conducted.

These tests showed that highly significant differences existed between conditons

1 and 3 and significant differences existed between 2 and 5.

Since there was a significnat fall in Tre when the experiment was performed

in a cool environment, a question arose, viz., were the fluctuations that one

observed in Tac at 22 C due solely to the different experimental conditions or

did the decline in Tre play some role in Tac fluctuations. In order to answer

that question, an experiment (experiment II, described in Materials and Methods)

was designed in which the fall in Tre was prevented by having the subject perform

a minimal amount of work (pedaling a bicycle ergometer) when the Tdb was 220 C. The

experiment was also carried out in 35 0C Tdb so that the first experiment could

be duplicated as well as possible. However, no work was done in 35°C Tdb

because one did not have to be concerned about a fall in Tre, as was demonstrated

in the first experiment. Also, in the second experiment, two different ear

coverings were not used because the results of experiment I showed that ear
coverings had no significant effect on Tac or Tre. In the second experiment,

then, the auditory canals were always packed with cotton and were not covered

with plastic. The results of experiment II are shown in Fig. 3 and 4.

Even though fall in Tre was factored out of the experiment, the two

different Tdb (220 C and 35 0C) still had a significant effect on Tac, at

least while the wind was blowing. Also, the different conditions still had

a highly significant effect on Tac. The Tre was not significantly affected

by Tdb.

V. DISCUSSION

The results of the first experiment have shown that (1) highly

significant differences exist between Tac and Tre, (2) highly significant

differences exist between the trends of Tac and Tre, (3) the two

different ambient temperatures had a significant effect on Tac and

Tre, (4) the ear coverings did not have a significant effect on Tac

or Tre and (5) the experimental conditions had a highly significant effect

on Tac but no Tre.
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Tac temperatures were consistently lower than Tre. 19,20 The tympanic

membrane lies closer to the surrounding environment than the site where Tre

was recorded which was 10 cm from the anal sphincter. Therefore, Tac should

be more readily influenced by the ambient temperature. Proof of that observation

can be seen by comparing Tac and Tre temperatures in a cool and warm environment

(Fig. 1 and 2). When the experiment was carried out in a cool environment, Tac
0was 0.9 C lower than Tre. However, when the experiment was performed in a warm

environment, Tac was only 0.4°C lower than Tre.

Highly significant differences existed between the trends of Tac and

Tre. Rectal temperatues tended to drop slightly when the experiment was

run in a cool environment whereas they tended to increase slightly when the

experiment was performed in a warm environment. This general observation

has been seen many times (Nunneley, personal communication). Ambient temperatures

more quickly affect Tac than they do Tre. 25 ,26,28 Nevertheless, over an

extended period of time the environmental temperatures do have an effect

on core temperatures as measured by Tre. All of the runs of each of these

experiments lasted three to four hours which means that the environment would

have enough time to cuase changes in Tre. The more dramatic changes in Tac

that occurred during the experiments probably reflect the different experimental

conditions; e.g., donning and removal of the flight helmet, rather than the

surrounding temperatures although one cannot rule out the possible effects

that ambient temperature may have had on Tac.

Different ambient temperatures had a significant effect on Tac and

Tre.19 ,20 ,23 ,24 ,25 ,26 ,27 For example, in the first experiment Tac was lower

in a cool environment than it was in warm environment (35.9 C vs. 36.7 C).

The same phenomenon was observed in Tre (36.8 C vs. 36.7°C). At 22 C the

gradient between skin temperature and ambient temperature is higher than

it is at 350C. Thus, more body heat would be lost by convection and
29

radiation in a cool environment than a warm environment. Consequently,

the core temperature is lower in a cool environment than it is in a warm

environment.

Ear coverings did not have a significant effect on Tac or Tre.

The theory behind the two different coverings was that the extra sheet

of plastic may have acted as a windbreaker when the fan was blowing and

as an extra layer of insulation to help prevent dissipation of heat from

the auditory canal. The effect, then, would have been a more stable Tac
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when the sheet of plastic was used. Such was not the case because Tac

remained the same (36.3°C) whether cotton or cotton plus plastic was

used as a covering which indicates that the small extra layer had no

effect on Tac. The plastic was, of course, not expected to have an

effect on Tre since it covered the auditory canal and not the rectum.

The experimental conditions, viz., donning and removal of a flight

helmet and whether or not a breeze was blowing, had a highly significant

effect on Tac but not Tre. Donning of a flight helmet always resulted

in an increase in Tac while removal of that helmet always resulted in a

decrease in Tac. 22 The fluctuations were greater when the Tdb was 22 C

than it was when it was 350C. Donning of the flight helmet decreased

the amount of convective heat loss from the auditory canal and the head

region to the external environment and thus Tac rose. Removal of the

flight helmet had the opposite effect. The fluctuations of Tac were

greater in 220C Tdb than they were in 35 0C Tdb because of the differences
29

in thermal gradient between skin temperature and Tdb. When the experiment

was performed in a cool environment, a breeze caused a reduction in Tac

whereas Tac remained the same when the experiment was carried out in a

warm environment. The reason for this phenonemon is that when the body

surface temperature is warmer than the environmental air temperature, which

it would be if Tdb was 220 C, then there is a net flow of heat from the body

to the surrounding air. As this air is heated, it rises and is replaced

by more dense, cooler air. Thus, cool air moves continuously up to the

body surface, is warmed by the body heat, and then flows away, resulting

in a net heat loss from the surface (convection). What the breeze does

then, when Tdb is 22 °C, is to increase the amount of convective heat loss

which results in an even cooler Tac. 32 Conversely, when Tdb is 35°C, the

thermal gradient is negligible between the body surface and Tdb. Under

these conditions, the blowing of a breeze does not increase the amount

of convective heat loss from the body to the surrounding environment and

thus Tac remains the same. One would not expect the breeze to have an

effect on Tre since the fan was blowing primarily on the head area. It

would have been interesting to note what effect the breeze might have had

if the fan had blown over the entire body. In that regard, one can note

from the two appropriate graphs (Fig. I and 2) that there was slight drop

in Tre when a cool breeze was blowing and a slight increase in Tre when

a warm breeze was blowing.
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The results of experiment II have shown (1) that the two different

ambient temperatures had no effect on Tac or Tre but (2) that the

experimental conditions had a highly significant effect on Tac and Tre

(Fig. 3 and 4).

The second experiment was carried out in order to determine whether

or not the gradual fall that occurred in Tre when the first experiment

was performed at 220 C Tdb had any effect on Tac or were the various

temperature fluctuations in Tac due entirely to the different experimental

conditions. This question was answered by effectively factoring out Tre,

i.e., preventing a decline in Tre at 220C Tam by having the subjects perform

a minimal amount -6TweVr<(see both results and materials and methods). If,

after having factored out Tre, Tac was still significantly affected by the

experimental conditions, one could conclude that the fluctuations in Tac were

due solely to the experimental conditions. On the other hand, if the experimental

conditions no longer had a significant effect on Tac, then one would know that

the fluctuations were due to changes in Tre. The actual results obtained, which

are depicted in Fig. 2 and 3, proved that the experimental conditions still had

an effect on Tac.

The fact that Tre was factored out of the experiment explains why

Tdb had no effect on Tac or Tre. The sequence of events would be as follows:

(1) by pedaling a bicycle in a cool environment one increases the amount of

body heat produced; (2) the increase in body heat is reflected in an increase

in core temperature; (3) an increase in body temperature produces a core tempera-

ture that is closer to the core temperature when the experiment was performed

at 350C; (4) thus, in effect, Tdb would have no effect on Tac or Tre.

VI. RECOMMENDATIONS

a. Implementation of these experiments

Based upon the results of these experiments, the following recommendations

can be made:

1. Rectal temperature is the best measure of true core temperature,

particulatrly in a steady state condition. Environmental changes produce

rapid fluctuations in auditory canal temperatures. This phenomenon is

especially true with respect to donning and removal of a flight helmet and

the presence or absence of a wind. Therefore, if one wants a true measure

steady state core temperature one should use rectal temperatures or, if

auditory canal temperatures must be used, then the flight helmet should remain
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on at all times pertaining to a flight (even the preflight) because removal of

the helmet causes too many fluctuations in auditory canal temperatures.

2. If one wants to miasure the rapid effects of transient environmental

situations on core temperature, then auditory canal temperatures would be

a better choice. Even though rectal temperatures represent a better measure-

metn of steady state conditons, they exhibit too much of a lagging response

pattern with respect to transitory environmental changes.

b. Follow-on research

Since cockpit temperatures do become hot, especially during low level

flights, one of the problems that the Air Force faces, it seems to me,

is how to acclimate their pilots and other aircraft personnel to the various

stresses of heat. Studies have shown that physical training in a cool

environment improves tolerance to exercise in the heat and the rate of

heat acclimitization.3 1'32'33 The retention of heat acclimatization responses

also appears improved in physically trained individuals. 34 The classic descrip-

tion of the physiological changes associated with improved exercise heat

tolerance or the heat acclimatized iandividual performing exercise in the

heat are the maintenacne of high level of sweating, lowered heart
rate, and lowered internal body temperature. One can produce these physiological

changes by engaging in training programs that (1) increase the heart rate

(to at least 60% of the maximum heart rate reserve) and (2) cause high levels

of body hyperthermia.
3 3'34'35

My own recent interests have been in the area of exercise physiology,

particularly sports physiology. Within the past year, I have begun some

studies on racquetball players which I believe could serve as an excellent

model with respect to the whole area of acclimation to heat stress. Our

studies have shown that racquetball has a tremendous training effect (results

available upon request since they are still in the process of being published).

During a match, which lasts an hour, these individuals average using approximately

75% of their maximum heart rate reserve (MHRR). At no time does the MHRR

drop below 60%. By personally observing these individuals during a match,

I feel there must be a tremendous increase in body heat because these people

sweat profusely. Therefore, racquetball represents an excellent method of

studying acclimation to heat stress because the sport produces an excellent

training effect (which would result in a lower heart rate) and a possible

increase in core temperature. In addition, racquetball seems to exhibit a

rapid learning curve so that one does not have to possess athletic ability
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or spend long hours practicing in order to develop the skills necessary to

play the game.

The effects of racquetball and other sports on heat acclimation

could be performed in the following two stages:

Stage I

Since my previous experiments indicate that a large increase in

heart rate occurs during a racquetball match, one now needs to determine if

the sport also increases body temperature which in turn would have a

positive effect on heat acclimation. This stage would the basis of a mini-grant.

The possibility does exist that racquetball may not increase core temperature

because the subject may respond to the increase in body temperature by evapora-

tion, sweating , vasomotor response, etc. in such a proficient manner that

there may be no increase (in body temperature). Rectal probes and skin

thermisters attached to a Medi-log recorder would be used to record changes

in body temperature. Sweat rates could also be measured using standard techniques.

Stage II

The purpose of these experiments would be to determine if tennis, played

outdoors, would increase core temperature more than racquetball and therefore

act as a better heat acclimator. This stage would be the basis of a follow-on

unsolicited proposal. Tennis was chosen because it provides additional heat

stress factors, viz., radiant heat from the sun and a possible higher environ-

mental temperature depending on what time of the year the match was played.

One would have to repeat my original racquetball experiments on tennis players

in order to determine the training effect of tennis. In order to study which

sport better acclimated the individual to heat stress one could perform standard

heat tolerance tests (HTT) on the participants of the two sports. A student

population would be used as a control. Runners might also be compared because

they are known to perform very well to HTT.
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0Fig. 1. Experiment performed in cool (22 C) environment. Each point

represents the Mean (n-5) with the vertical lines showing +1 S.E.M.

Fig. 2. Experiment performed in warm (35 C) environment. Symbols

as in Fig. 1.

Fig. 3. Experiment performed in cool environment while pedaling a

bicycle ergometer. Each point represents the Mean (n-6) with other symbols

as in Fig. 1.

Fig. 4. Experiment performed in warm environment. No pedaling of

the bicycle ergometer. Mean as in Fig. 3 and other symbols as in Fig. 1.
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SIDE-LOBE MODULATION

by

Gene Moriarty

ABSTRACT

This research effort considers the possibility of time-modulating an

antenna's aperture such that, in the far-field pattern, the sidelobes are

severely modulated while the main beam remains unmodulated. A number of

different approaches are investigated. A method of time averaging of sub-

arrays is found to produce the most significant results. The theoretical

details as well as examples to illustrate this method are presented.

Directions for further research in this area are suggested.
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I. INTRODUCTION:

Radar is an indispensible link in many Air Force systems, This

research effort is in the service of improving certain features of radar

operation. Array antennas which are formed by a combination of indivi-

dual radiators are receiving increased attention in modern radar systems.

They will be emphasized in this research. Array antennas have a distinct

advantage over antennas of the lens or reflector type: the radar beam

can be steered without mechanically moving the entire array antenna

structure. It is only necessary to vary electronically the relative

phase between the radiating elements. This advantage increases as the

size of the antenna increases.

Array antennas are characterized by the geometric position of the

individual radiators and by the amplitude and phase of their excitation.

The excitation distribution is related to the far-field radiation pattern

by the Fourier transform. Among the parameters of the far-field of

interest in radar design are beam-width, directivity, power gain, impe-

.dance and sidelobe lpvel. Low sidelohes, for example, are generally

desired in most radar designs. This research focuses on the effective

reduction of sidelobe levels by time-modulating the array excitation

distribution. A number of different time-modulation schemes will be

investigated.

It is well known that a uniform radar current distribution produces

a far-field pattern whose first sidelobe level is 13.5 dB down from the

mainbeam. To achieve lower sidelobe levels many clever schemes have been

devised [1,4]. Most of these employ a nonuniform current excitation

across the antenna's radiating elements. The binomial distribution, for

example, produces zero sidelobes but at the expense of a very wide main

beam. The Dolph-Chebyshev current distribution yields a far-field pattern

which has minimum beamwidth for a specified sidelobe level. In theory,

these distributions can produce zero or very low sidelobes. In practice,

however, for a single array antenna, a sidelobe level of around 40 dB is

minimum. This is because very low sidelobe levels require very large

current ratios across the aperture distribution and these large current

ratios are impossible to maintain with the presently available construction

technologies.
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Now, if the excitation distribution of an array antenna is time-

modulated, then the far-field radiation pattern will also be time-

modulated. By proper choice of a modulation function, a far-field

pattern can be produced which has a fairly steady mainbeam and side-

lobes which when averaged over a period of time are effectively very

low. Time-modulation schemes will be investigated in this research

effort as a way of overcoming the practical 40 dB limitation on

minimum sidelobe levels.

I. OBJECTIVES:

The objectives of this project were:

(1) To investigate various modulation schemes in order to achieve

effectively very low sidelobe levels while maintaining a fairly steady

mainbeam.

(2) To develop the theory of the "sub-array" approach to sidelobe

modulation (this approach proved most effective of all the approaches

considered).

(3) To generate some examples to illustrate the "sub-array"

approach to sidelobe modulation.

I1. MOTIVATION:

A planar array antenna produces a three-dimensiorkal far-field

pattern. An RADC programming package is available to generate far-field

plots for a wide variety of aperture current distributions [3]. For a

current distribution which is spatially thinned to yield 30 dB sidelobes,

the far-field pattern appears as in Figure 1.

Now, if this spatially thinned antenna were rotated at a fixed angu-

lar.rte, then the pattern of Figure 1 would rotate as well. Consider a

particular point off the mainbeam, say at ( in the rotating far-

field. Over a period of time, T, a time signal could be observed at

(e,, 4= )- The average value of this waveform would be much lower than
any of the particular sidelobes indicated in Figure 1.

However, the prospect of rotating a large planar array of, for

example, one thousand elements is not attractive. How can a similar

result occur without needing to rotate a large antenna? Answer: by

time-modulating the antenna elements in such a way that in the far-field

at (&,&) a time signal appears which is similar to the time signal

mentioned above. What kind of time-modulation to employ is the question

addrr5;cd by this renearch effort.
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Further motivation is provided by a consideration of the advantages

of low sidelobe levels. A particular case of interest is the situation

in which a jammer is present. How can a jammer be prevented from detecting

the presence of the radar signal? Of course, this is impossible to do if

the jammer is right in the mainbeam. However, if the jammer is at an angle

sufficiently away from the mainbeam, then he will see only the sidelobes.

If the sidelobes are severely modulated, then the jammer will not be able

to distinguish between the signal he detects and his own receiver noise.

The jammer problem is currently handled by adaptive radar techniques.

The presence of the jammer must first be determined at a specific (6, '4).

Then, via an adaptive feedback loop, a notch is placed in the far-field

pattern at ( $. ). Since the mechanism for this process is rather

involved, it is anticipated that sidelobe modulation techniques might

serve as an alternative to adaptive processing. An obvious advantage of

sidelobe modulation is that the presence of the jammer at a specific angle

need not be determined, eliminating the need for a feedback loop.

IV. AMPLITUDE AND PHASE MODULATION:

If a number of the elements in the array that produced the pattern of

Figure 1 were randomly blinked off and on, then the sidelobes would appear

to junparound in a random fashion. This is the desired result. However,

what kind of randomness to employ on what percentage of the elements is

not easy to discern, especially in a large planar array.

To get a better grasp of the problem, a simple linear array antenna

was considered. The first array investigated had five elements spaced one-

half-wavelength apart. The amplitudes were arranged in an edge distribution:

A0, 0, 0, 0, A4, where Ai is the amplitude weighting of the ith element..

Also, A + A4 = 2 was fixed as a constraint to give a constant total power

to the antenna. This guarantees at least a constant value in the far-field

maximum power level.

The far-field equation for this case can be written:

E(W) = A,+ A4 e C' )
where %i.$Pzts'v and e is the angle off broadside. Employing the

constraint, the far-field becomes

E CW ) + 4- .

54-6



and the powor becomes

2 .=3)

/E(')/2 is plotted in Figure 2 for A - 1.0, 0.5, 0.25, 0.0. These values

could represent four points in time over which the time-modulation occurs.

Obviously, if Ao is blinked off and on, the whole pattern is severely

modulated. However, no effective sidelobe reduction is achieved in this

case. Similar results occur if the end elements are modulated with noise

sources or with some other time functions, like sin2t and cos
2t. The

indication here was that a more complicated-distribution must be considered.

Next, an eight element Dolph-Chebyshev distribution was considered.

From [5] the following weights produce 26 dB sidelobes: 1.0, 1.7, 2.6, 3.1,

3.1, 2.6, 1.7, 1.0. If the first and last elements are modulated with

sin2kot and cosot respectively, then the far-field modulated power

becomes:

2 2
/E/ = sin2 ot + 1.cosy t 26 cosl2i *.VcS3 3Jco 2.eo$5'

.7co-64; CC2 jo-Ecos74s+)-7s#n LP ; 6 .S;n-2'P+.1j.s~n39) (4)

4.31 sn 1,0+2.4si Sy5 + 1.? 7s-n 6 Wf + coSI.6t sn 7 4

2If /E I is the unmodulated far-field power, then the relationship between
u

E and E is:u

1E = 2~ C ss 0',t ( os74 i )'5

At a fixed value of %P , say 4=Wo:

IE/ /Ed/ 4I/ -4Y*) (6)

These expressions are actually the square of the amplitude of the total sinu-

soidal voltage signal transmitted or received by this particular antenna.

Thus, what is seen at . is a sinusoid of the form A sin (,t*f), where 4
is the CW frequency and 0 its phase. The amplitude, A, is the square root

of the expression in (6) which can be written:

A k + g(t) (7)
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Note that this amplitude is a linear combination of a constant term and a

time-varying term. If a jammer, for example, detects the signal A sin (WetVt4)

and computes its spectrum, what does he see? There will be impulses in the

spectrum due to the constant term, k, located at W - + w. This is pre-

cisely the information necessary to discern the presence of the radar signal.

If the expression (7) were purely a time function, then there would be no

impulses and the presence of the radar signal would be concealed. The pre-

liminary observation, then, is that not just the end elements, but all

the array elements will have to be modulated.

Before considering a more total modulation, a slightly different approach

was taken: modulation of the phase instead of the amplitude was investigated.

For three and five element arrays with one or two elements phase modulated,

the sidelobes were severely modulated, but the mainbeam was also severely

modulated. This implied that larger arrays needed to be considered. But,

again, with larger arrays where a few elements were phase modulated, the same

problem arose which plagued the amplitude modulation schemes: to effectively

swamp out the carrier signal it appeared necessary to modulate all elements

of the array. A total modulation scheme which employs a set of sub-arrays did

prove effective. It will be examined shortly.

V. PAIRED-ECHOES

The concept of paired-echoes [2,4J can be employed to reduce sidelobe

levels. Let fg) be the current distribution function and F(e) be the far-
field function, then F.T. t')64zF(e) . For discrete linear arrays -YF6)

is sampled and the discrete Fourier transform is the proper operator. How-

ever, the paired-echo concept is more easily presented with continuous

functions. If x) *-,F(O) , then F)+a;(')cs b <--> F(O)++
The term '(K 5 Cc bX can be viewed as a distortion term added to the original

The transform is the original undistorted F o) plus two "echoes"

similar in shape to F(e) but displaced from it on either side by 00 .

Sidelobe reduction can be achieved by adjusting F(ooe,) such that e0
occurs at the center of a sidelobe and 2 is adjusted to be equal in magni-

tude and opposite in sign to the sidelobe level. As an example, consider

the familiar uniform distribution which yields the familiar sin9/e far-

field pattern. Adding the distortion term, the results are as in Figure 3.
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The reduction of the first sidelobe level is dramatic. However, the other

sidelobes are still a problem. These could each be cancelled by adding more

cosines to the original f&). The resultant far-field might then have very

low overall sidelobes, say 80 dB down. But the resulting current distribution

function would then be a distribution, like perhaps a Dolph-Chebychev, which

yields 80 dB sidelobes and the same problem occurs as before: large current

ratios across the aperture are required and these are impossible to maintain.

The paired-echo concept, though not directly applicable to the issue of

sidelobe modulation, does prove useful in illustrating some general ideas

relevant to sidelobe reduction. In fact, almost every current distribution

function may be viewed as a -uniform distribution with some "distortion" term

superimposed and this distortion term may always be expressed as a summation

of cosine terms. This follows directly from the theory of Fourier series.

VI. THE SUB-ARRAY APPROACH

A sub-array approach to sidelobe modulation has proved most effective.

In this approach a set of M sub-arrays is designed. Each of these sub-arrays

is required to be impiementable in the sense that each yields a'far-field

pattern with a first sidelobelevel of 40 dB or less. The average value of

this set of M sub-arrays is required to be an array which yields a far-field

pattern with very low sidelobes, for example, 80 dB or more. The modulation

comes about due to switching from one sub-array to the next over a period of

M time points. In general, all elements of the sub-arrays are modulated.

To explicate this sub-array approach a number of terms are defined:

N - the number of elements in each array.

M.= the number of sub-arrays.

k - the desired dB attenuation.

= the realizable dB attenuation of the sub-arrays.

Ii = the weight of the ith element of the array that achieves the desired

dB attenuation (i = 1, 2 .... N),
lij the weight of the ith element of the Jth sub-array (i -1, 2,....

N and j 1, 2 ....... M).

W NW -~ ~Ithe sum of all the weights of the desired array, the value toi-l

which the sub-array summed weights are adjusted to keep the main lobe constant.

'7i. the scale factor of the Jth sub-array.
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For specified values of W, I, N, M, k and k, the task is to determine

Iij and T. The sum of all elements of each sub-array, multiplied by the

proper scale factor, must equal W:
N

Also, it must be true that the average value of a given element in every

sub-array must equal the corresponding element value in the desired array:

M z- " (q)

Equation (8) will be called the scaling equation and equation (9) the

modulation equation. Due to the symmetries in the problem, it will not be

necessary to use all N of the modulation equations. This will be seen

shortly.

The modulation and scaling equations need to be solved subject to some

constraints on the sidelobe levels. A particularly useful formulation, from

[6J , for the far-field power equations is as follows:

b (c. N C0 -Qo/
&oS) I ' c) -o J ()

and

S~~0~~ (v) 1  or~c) N even

These equations describe the far-field power in terms of and ci, where
[ J2 ri d

y = 2cosc--7--- (cosO - cos. , A = the free-space wavelength of the radi-

ating signal, d = the distance between two adjacent elements, E? - the angle

between the line of the linear array and a line through the center of the

array, e = the position of the principal maximum and ci . the terms which
0

constitute the weights of the array elements.

Also from [6] :

(N -

Eao(t) + .=odCL
vl
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These are called the array polynomials. The c i terms are the same as before

and p is related to y by: y = . Expansion of E or E yields poly-
o e

nomials in i', where the coefficients of Z' are the array weights, symmetrical

with respect to the middle of the array. For example, for a five element array:

Eo (e ) = 1 + (c1 + c2)z-1 + (2 + cLC2)Z-2 + (c1 + c2)i3 + Z
-4 , which implies

that the relative weights are 1, cI + c2, 2 + c1c2, c1 + c2, 1. Because of

this synmetry, it is only necessary to consider equations (9), the modulation
N+I

equations, for i = 1, 2,..., N/2 for N even and i = 1, 2,.... --±for N odd.
2

Now, to obtain the constraint equation on the first sidelobe level, the

roots of 4 )=o dre obtained, excluding-y = -2 and y =-ci since these

values are identified as nulls of the P(y) equation. Let y = y* be the root

of A p(I)zo . Then

P(2.

becomes the constraint relation. P(2) i, the maximum of P(y) and k, is found

from k 10 log k . A value typically used here is k = 40 dB. This implies

k" = 10 Thus, the c'bnstraint
0

- - 4o (Es)
P(0

is typically used to make sure that the first sidelobe level does not get

unreasonably low in the sub-arrays to be designed.

With this as background, an algorithm can now be postulated for the

sub-array approach to sidelobe modulation:

1. Specify k, k, N and M.

2. Using any well known techniques, synthesize the array which in'theory

achieves the k dB pattern.

3. Calculate W.

4. Choose P(y) and E(Z) based on N.

5. Determine the sidelobe constraint relation from (14).

6. Express I i in terms of ci from E(Z).

7. Write and solve (8) and (9) for IZi and Iij subject to the constraint

of step five.

VII, EXAMYLES

As a first example, two sub-arrays each producing a first sidelobe

level of 40 dB are averaged to yield an array producing 68 dB sidelobes.

The two subarrays and the resultant array are seven element arrays. Although
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one of the sub-arrays was actually a five elemen- array, it can be viewed

as a seven element array with zero weights on the first and last elements.

The weights for the first sub-array were 1.00, 3.02, 5.29, 6.31, 5.29, 3.02,

1.00. The first scale factor was 1.00. The weights for the second sub-array

were 0.00, 1.00, 2.95, 4.02, 2.95, 1.00, 0.00. The scale factor here was

1.74. The weights for the resultant array were 0.50, 2.38, 5.21, 6.66, 5.21,

2.38, 0.50. The scale factor here was 1.00. Note that the scaled weights

for these arrays were not quite all the same: 24.9 for sub-array 1, 20.8

for sub-array2 and 22.9 for the resultant array. Thus, the mainbeam will

vary slightly. This is simply because with only two sub-arrays, there are

not enough parameters available to be adjusted to achieve the desired result.

The scaled array weights are presented in Figure 4 and the relative far-field

intensities are presented in Figure 5.

In the second example, four sub-arrays each producing a first sidelobe

level of 40 dB or less are averaged to yield an array producing 80 dB side-

lobes. The four sub-arrays and the resultant array are all seven element

arrays. Again, two o4 the sub-arrays are actually five element arrays, viewed

as seven element arrays with zero weights on the first and last elements.

The scaled array weights for the four sub-arrays are presented in Figure 6

and the far-field intensities for the four sub-arrays are presented in Figure

7. Finally, in Figure 8 is presented the array weights and the far-field

intensities for the resultant array which has sidelobes that are 80 dB down.

In this example, the mainbeam is kept fixed in magnitude. This can be seen

by summing the scaled weights. For the four sub-arrays, as well as the

resultant array, the sum of the scaled weights is 51.5.

VIII. RECOMMENDATIONS:

A method of sidelobe modulation involving a process of time-averaging

of sub-arrays has been presented. The results look promising for a couple

of simple cases. However, many issues remain unresolved.

The general theory behind sidelobe modulation requires much more

development. It is anticipated that some of the results of time-varying

systems theory will be useful in this regard. One aspect of the sub-array

approach to sidelobe modulation developed in this research that needs

further study is the constraint relation (14). It is not yet clear whether

such a constraint on the first sidelobe is the best approach. Another

approach that bears consideration is to generate a set of specific far-field
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pattern shapes which the sub-arrays would be required to produc&. Such an

approach to array synthesis is developed in (6] and involves approximation

aind interpolation theories.

The computational aspect of the problem also bears further considera-

tion. The sub-array approach to sidelobe modulation requires the solution

of a large number of nonlinear algebraic equations in many unknowns (14

equations in 14 unknowns for the second example involving four sub-arrays

presented above). The standard subroutines available to perform these

calculations are very sensitive to the initial starting point. Some of

the results of modern nonlinear programming theory should be useful in

attaining more efficient convergence.

Some final recommendations are to study the extention of the sub-array

approach to sidelobe modulation to the case of planar arrays, to consider

the advantages of nonuniformly spaced arrays and to explore not just modu-

lation of the amplitudes of the array elements, but modulation of both

amplitudes and phases.

54-13



REFERENCES

1. Collin, R.E. and F.T. Zucker, Antenna Theory, (McGraw-Hill Book Co.,

New York, 1969).

2. Goldman, S., Frequency Analysis, Modulation and Noise, (McGraw-Hill

book Co., New York., 1948).

3. Hancock, R.J. and J.R. Fricke, Parametric Antenna Analysis Software

Package, Final Technical Report, RADC-TR-78-147, September 1978.

4. Klauder, J.R., et. al., "The Theory and Design of Chirp Radars", The

Bell Systems Technical Journal, Vol. XXXIX, No. 4, July 1960, pp. 745-808.

5. Kraus, J.D., Antennas. (McGraw-Hill Book Co., New York, 1950).

6. Ma, M.T., Theory and Application of Antenna Arrays, (John Wiiey and

Sons, New York, 1974).

7. Skolnik, M.I. Introduction to Radar Systems, (McGraw-Hill Book Co.,

New York, 1962).

8. Skolnik, M.I., ed., Radar Handbook, (McGraw-Hill Book Co., New York,

1970).

54-14



.- -4

W3 W

P-4

04

fu~

54-15



,.o,

/

.1.....

• : - . ... ... . . -- . .

'* ' t

it . -

/ -

-dii .....



........ . ......... ..........................

FA - -#L

b~s~~s F(O)w

0

REULIN FAR-FIEL

PATTERN

54-17~ .



8 ................ ..........._-__ __.JT. Z..

"7 .

A) j 3.
O_2.

0. 1. 2. 3. 4. 5. 6. 7.

8.
w 7 .

4.

C5.

I-4
2.

<s. ___-------__....__

0. 1. 2. 3. 4. 5. 6. 7.

w 7 .
[36.

C) 4IGURE

II
< 1

0. 1. 2. 3. 4. 5. 6. 7.

ELEMENT NUMBER
FIGURE 4

CURRENT DISTRIBUTION OF THE
A: FIRST SUB-ARRAY, B: SECOND SUB-ARRAY, C: RESULTANT. ARRAY

54-18



t7-a
-24

A).. .

-.--

AZMUH NGEL AJRES

B)F !ERE L

4-

.e.

_9L

S ad

AZMT ANLEaGRE
FIGRE

FA-ILDITNSTE POUEDB.H

A:) FIS-U-RAYc: EODSU-RAC)REUTN RA

~54-19



21.

15.

L
A)L

9. 1. 2. 3. 4. 5. 6. 7.

21.

21.

15.
12...

C) L.

L 1. 2. 3. 4. 5. . 7.

21.

S 15.

D)

9. 1. 2. 3. 4. 5. 6L 7.

ELMNIT NUMBER

FIGURE 6

CURRENT DISTRIBUTIONS OF THE

A: FIRST SUB-ARRA Y, B: SECOND SUB-ARRAY

C: THIRD SUB-ARRAY, D: FOURTH SUB-ARRAY

54-20

LI4V..... ..-



IL

-U.
_2L~

-L6

D) -23a

Irll ig " -ii ,

_93.

AZIff ANML (DECRE

FIGURE 7

FAR-FIELD INTENSITIES PRODUCED BY THE

A: FIRST SUB-ARRAY B: SECOND SUB-A RRA Y

C: THIRD SUB-ARRAY D: FOURTH SUB-ARRAY

54-21



21.-

S 15.
12.

9. 1. 2. 3. 4. 5. 6L 7.

ELEMENT NUMBER

-2L

-4L,

AZIUTH AN~GLE Q)EGREES)

FIGURE 8

RESULTANT CURRENT DISTRIBUTION

AND FAR-FIELD INTENSITIES FROM

THE CASE OF FOUR SUB-ARRAYS

54-22



1980 USAF - SCEEE SUMMER FACULTY RESEARCH PROGRAM

Sponsored by the

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH

Conducted by the

SOUTHEASTERN CENTER FOR ELECTRICAL ENGINEERING EDUCATION

FINAL REPORT

AUTOMATIC FAULT DIAGNOSIS OF A SWITCHING REGULATOR

Prepared by: Harrj A. Nienhaus

Academic Rank: Associate Professor

Department and
University: Electrical Engineering Department

University of South Florida

Research Location: AFWAL, Avionics Laboratory, System Avionics Division,
System Integration Branch, Concepts and Evaluation Group

USAF Research
Colleague: 2Lt Donald E. Palmer

Date: August 1980

Contract No.: F49620-79-C-0038



AUTOMATIC FAULT DIAGNOSIS

OF A SWITCHING REGULATOR

by

Harry A. Nienhaus

ABSTRACT

This report describes a microprocessor-based system for the

automatic fault diagnosis of a switching regulator. It covers the

system development from a test philosophy to a working breadboard

that correctly identifies single simulated faults in the switching

regulator. In addition to open circuit, short circuit, and stuck

at faults, the system is capable of diagnosing faults due to

excessive leakage, drift in critical components, and system

instability. The basic approach taken was to program the micro-

processor to make the same logical decisions to isolate faults that

the writer would make in troubleshooting a circuit. Self checking

procedures for the automatic test equipment are also proposed.

Suggestions for further research in this area are offered.
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I. INTRODUCTION:

Many modern electronic systems in aircraft and missiLes are powered

by switching regulators. A significant percentage of electronic system

failures can be attributed to these devices. Automatic fault diagnosis

is extremely important to the Air Force for several reasons.

a. Human fault diagnosis is a tedious and time consuming process,

requiring many skilled technician manhours. Automatic fault diagnosis

means that more equipment can be maintained in a state of readiness with

the same amount of technician manhours.

b. Intermittent faults that occur in flight but not during ground

maintenance can be automatically diagnosed, recorded, and later repaired.

c. Certain faults (e.g., a leaky capacitor or transistor) can be

automatically diagnosed and corrected before they become catastrophic.

To underscore the importance of this problem, Air Force Project

#2003-02-49 was underway at the Avionics Laboratory to investigate

automatic fault diagnosis long before the writer arrived on the scene.

Several key hardware components had been ordered for automatic fault

diagnosis of a switching regulator, but a viable test philosophy had not

been established. The writer was chosen for this project primarily because

of an extensive background in electronic circuit and system design,

including switching regulators.

Human fault diagnosis of a switching regulator is a relatively straight-

forward problem if it is done in a logical manner. A power supply is

somewhat unique in that external test signals do not have to be applied in

order to diagnose faults. Logical human fault diagnosis involves

gathering data and using deductive reasoning to interpret this data in

order to isolate faults to a particular functional block or component.

A microprocessor is well suited for gathering data (with the aid of a

data acquisition system) and making logical decisions. Because of its

relatively slow speed, it is not well suited for analyzing periodic wave-

shapes except at very low frequencies. However, with the aid of external

hardware, it can gather data on important characteristics of periodic

waveforms such as frequency, average value, and peak-to-peak value.

Fortunately, this is sufficient for a switching regulator. The basic

approach taken to solve the fault diagnosis problem was to program the

microprocessor to make the same logical decisions to isolate faults
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that the writer would make in troubleshooting a circuit.

Beginning with this basic approach, a complete microprocessor based

automatic fault diagnosis system has been designed and breadboarded

that correctly identifies single simulated faults in the switching

regulator. In addition to open, short, and stuck at faults, it also

diagnoses faults due to excessive leakage, drift in critical components,

and instability (or excessive ripple). In fact, the microprocessor has

been programmed to diagnose every significant single fault that the writer

could anticipate and simulate. In the event that a single significant fault

does exist that was not anticipated, it should be a simple matter to change

the EPROM program to accommodate it.

It is also shown how the fault diagnosis program for the switching

regulator can be expanded to diagnose open circuit faults in the data

acquisition multiplexors. A self checking software procedure for the

microprocessor system is also proposed.

This project has shown that automatic fault diagnosis of a switching

regulator is technically feasible. In the writer's judgment, it is also

economically feasible, not only because of the technician manhours that

can be saved but also because early fault detection could improve the{ probability of mission success and save airplanes.

II. OBJECTIVES:

Originally, the objectives agreed upon by the writer and his effort

focal point were necessarily vague and modest because of the limited time

available to investigate the fault diagnosis problem. Unlike other areas,

the literature on analog fault diagnosis, while extensive, is disappointingly

of little practical value. However, after beginning the project, it soon

became apparent that the specific problem of automatic fault diagnosis of

a switching regulator could be solved from test philosophy to working

breadboard. Consequently, this became the writer's sole objective during

this project. This objective was met.

It should be noted that no attempt was made to solve the general problem

of analog fault diagnosis, although many of the techniques used to solve

the specific problem could be applied to other systems, both analog and

digital.

III. SWITCHING REGULATOR FAULT ANALYSIS:

A schematic of the switching regulator used in this project is shown
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in Figure 1. It is a standard +5V, 10A buck converter. A functional

block diagram which more clearly illustrates the major system components

is shown in Figure 2. Here, the fold-over short circuit protection is not

shown for simplicity. Nine fault diagnosis test points are indicated by

a circled X in Figure 1. These were chosen because they correspond to the

inputs and outputs of each of the functional blocks shown in Figure 2.

Omission of any of these test points makes it impossible to distinguish

between faults in adjacent components.

The switching regulator utilizes two IC's; the SG1524 regulating pulse

width modulator (PWM) and the PIC645 power integrated circuit. A computer

fault analysis of the circuit requires development of accurate computer

models for these devices. It should be noted that existing computer models

for devices, that are perfectly valid under normal operating conditions,

are not necessarily valid under fault conditions. Because of the time

consuming nature of I.C. computer model development, a computer fault

analysis of the circuit was not attempted.

Instead, the approach that was adopted was to decompose the system

into functional blocks that are more readily analyzed, using both spec

sheet and experimental data. The major criteria for defining a fault in a

functional block is that the block is no longer satisfactorily performing

the system function for which it was intended. In the switching regulator

we can distinguish 8 different types of functional blocks (See Figure 2).

(1) Reference Regulator

(2) Voltage Dividers

(3) Error Amplifier

(4) Sawtooth Oscillator

(5) PWM

(6) DC Power Chopper

(7) Average LC Filter

(8) Compensation Network

The effects of faults in each of these functional blocks is considered

in the succeeding paragraphs. In general, the diagnostic technique used

is dependent upon, among other things, the type of functional block and

type of fault being diagnosed.

I. Reference Regulator

The +5VDC reference regulator is wholly contained in I.C. U2,

with only the input (U2-15) and output (U2-16) terminals accessible. This j
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regulator provides a stable DC reference voltage, VR, for the switching

regulator as long as the input voltage, Vi, is in the range 8 to 40V. This

reference voltage is virtually independent of any other voltage in the

system. However, other voltages in the system are heavily dependent upon

it not only because the system feedback (FB) forces the output voltage, V0 9

to closely follow the reference, but also because the reference supplies

power for the sawtooth oscillator, error amp, and PWM. Meaningful fault

diagnosis of these components is not possible unless the reference is in

tolerance.

Fault diagnosis of the reference regulator is very simple. As

long as the input voltage is within its specified range of 8 to 40V, then

any sample of the reference output must lie within the specified range of

4.8 to 5.2V. If not, the reference is bad and U2 must be replaced. An

exception to this is a VR = 0 condition which could be caused by a faulty

reference regulator or a short in capacitor C3, which is connected across

its output. It is impossible to diagnose the exact cause automatically.

It should be noted that the reference regulator has short circuit protection

in the event that capacitor C3 shorts.

Experimentally it was determined that open circuiting capacitor C3

has no noticeable effect on the system. The system is also extremely tolerant

of leaky or drift faults in this component.

In the succeeding paragraphs, it is assumed that both the input and

reference voltages are in tolerance. Faults in these voltages should be

corrected before fault diagnosis of other system components is attempted.

All of the concepts developed in this section have been incorporated into

the fault diagnosis flow diagram described in Section V.

2. Voltage Dividers

Consider the voltage divider network shown in Figure 3. At any

instant of time, the terminal voltages are related by,

V2 = _Rb V 1

Ra + Rb

Ra
2

Rb

Figure 3. Voltage Divider.
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Hence, a simple diagnostic test for a voltage divider is to

simultaneously sample the input and output voltages and compare the two

to determine if the voltage divider ratio is in tolerance. This test

will identify a voltage divider fault, regardless of the waveforms or

magnitudes of V1 and V2, as long as V1 is non-zero.

Standard MSI data acquisition systems have only one S/H network,

and a custom data acquisition system is required for simultaneous sampling

of two signals. One might think that since the voltage divider signals

in the switching regulator are essentially DC, that simultaneous sampling

of the input and output is not required. This may be marginally true if

faults that produce excessive ripple or system instability are diagnosed

first. However, worst case full load ripple, which is in tolerance

(unspecified), might cause a fault to be misdiagnosed as a voltage divider

fault if simultaneous sampling is not employed.

Critical voltage dividers normally employ 1% film resistors. A

practical problem is that component drift may cause the voltage divider

ratio to be slightly out of tolerance without causing the output voltage

to be out of tolerance. This is true since drift in one functional block

may cancel the effect of drift in another. Diagnosing such conditions

as faults would be counterproductive. Consequently, the voltage divider

ratios should not be tested unless it has first been established that the

output voltage is out of tolerance. This same criteria applies to drift in

other critical components such as the error amp. In the case of drift in

the voltage divider, it is impossible to distinguish between a high value of

Rb and a low value of Ra, or vice versa.

For diagnostic purposes, it is convenient to categorize switching

regulator faults according to the effect they have on the output voltage.

These are divided into 3 classes with symptoms; V - 0, V low, and V high.
0 0 0

In the case of the FB and reference voltage dividers, we can distinguish

8 distinct faults in these 3 categories.

(1) V° = 0: Rl open, and R5 open (or very high)

(2) V low: R4 open, R4 high or RIO low, and RI high or R5 low
0

(3) V high: RIO open (or very high), R5 high or Rl low, and
0

RIO high or RA low

Except for the R5 open (or very high) fault, all of these

classifications are easily verified by linear analysis. As R5 increases

significantly, it moves from the V high to the V - 0 category. This is

because a very high value of R5 causes the error amplifier to operate
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above its common mode input range. This causes the error amplifier

to invert, changing the system FB from negative to positive, and

driving the PWM completely off.

Unlike the case of drift faults, voltage divider ratios that

are significantly out of tolerance can be attributed to a single resistor,

which is open circuited or has a very high resistance. This follows from

the fact that reliability studies show that a short circuit in a film

resistor is an improbable failure mode. A poor solder connection, which

is a common fault in electronic circuits, also causes the apparent resistance

to increase.

3. Error Amplifier

The error amplifier is wholly contained in I.C. U2 with both the

differential inputs (U2-1,2) and the output (U2-9) accessible. The function

of the error amplifier is to maintain the error voltage (the differential

input voltage) at a small level in comparison to the reference voltage, in

spite of changes in the PWM duty cycle. Simple application of Kirchhoff's

Voltage Law to Figure 1 reveals that the switching regulator output voltage,

Vo, is related to the reference voltage, VR, and the error voltage, VE, by,

V° = VR - 2VE  (2)

Arbitrarily specifying a maximum error voltage of 40 my will

force the regulator output to track the reference within 80 my, exclusive

of other tolerances. Faults that can cause the error voltage to become

excessive include low error amplifier gain or excessive input current or

voltage offset. These can be detected by simultaneous sampling of both

differential inputs and comparing the magnitude of the difference to 40 my.

However, this test is not valid unless the output of the error amplifier

is within the linear input range of the PWM comparator (I to 3.5V). If it

is not, then the system FB loop is open due to a stuck at fault somewhere

in the system.

In the event of a system stuck at fault that causes the FB loop to

open, the error amplifier is functioning properly if the voltage at U2-1

is greater than the voltage of U2-2 and the error amplifier output is less

than lV, or if the voltage at U2-1 is less than the voltage at U2-2 and the

error amplifier output is greater than 3.5V. If the opposite is true,

then the system fault is due to a stuck at fault in the error amplifier

itself.
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4. Sawtooth Oscillator

The block diagram of a typical I.C. sawtooth oscillator is

shown in Figure 4. Here a constant current source linearly charges

external timing capacitor C5 until the voltage across it reaches the

UTL of the Schmitt trigger. This causes the output of the Schmitt

trigger to go high, turning on the reset transistor which quickly

discharges the capacitor to the LTL of the Schmitt trigger. This

causes the Schmitt trigger output to go low, turning off the reset

transistor and the cycle repeats itself.

SAWTOOTH
OUTPUT PULSE

CONSTANT OUTPUT
CURRENT
SOURCE TRIGGER

Figure 4. Sawtooth Oscillator.

If the reset period is small compared to the charging period,

the period of oscillation is given by,

T- I - C (UTL -LTL) = R7C5 (3)

f I

where I - constant current source value. This is adjustable with external

timing resistor R7.

Except for the external timing resistor and capacitor, all of

the sawtooth oscillator circuitry is contained in U2, with both the

sawtooth output (U2-7) and pulse output (U2-3) accessible. Although

the exact details of the circuitry are unknown, the operation fits

the block diagram described previously.

Because of the negative FB and high loop gain, the system is

virtually insensitive to non-linearities in the sawtooth waveform. For

diagnostic purposes, the most important characteristic of this oscillator

is its frequency rather than its waveshape. If the frequency is too

high, excessive switching losses can occur in the chopper. If it is too
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low, excessive ripple will result. This is true even if the DC

output voltage is within tolerance. However, this frequency is not

overly critical, and an arbitrarily wide range from 17.9 Khz to 35.5 Khz

is allowed before a fault is defined.

We can identify 9 distinct sawtooth oscillator faults in 4

diagnostic categories.

(1) f high: C5 open

(2) f low: C5 leaky, U2-7 leaky, R7 very high

(3) f = 0, Vo nom: R7 open, CS very leaky, U2-7 very leaky

(4) f - 0, Vo high: C5 short, U2-7 short

Note that the only catastrophic faults, are the C5 or U2-7

(reset transistor) shorts. These cause one input to the PWM comparator

to be clamped at ground, forcing the PWM to turn on continuously, and the

output voltage to approach the input voltage. While the other faults do

not result in an out of tolerance DC output, they should be diagnosed,

not only because of their harmful effect on the output ripple and chopper

power dissipation, but also in the case of leaky components because they

indicate degradation which can only worsen with time and become

catastrophic.

If timing capacitor C5 opens, the sawtooth oscillator operates

at a much higher frequency since the constant current source has only

stray circuit capacitance to charge. On the breadboard model this

frequency was about 2Mhz at light loads. At full loads the excessive

power dissipation produced by this fault could destroy or fatigue chopper

Ul.

If the timing capacitor C5, the constant current source, or the

reset transistor is leaky, the sawtooth output increases exponentially,

rather than linearly with time. This results in a longer period to charge

the capacitor to the Schmitt trigger UTL. Hence, the oscillator frequency

decreases. Also, a high value of Rf-didec ses the constant current output

which results in a decrease in frequency.

If C5, the constant source, or the reset transistor is very leaky,

C5 cannot charge up to the UTL of the Schmitt trigger and the sawtooth

oscillations cease. Also, if R7 opens, the constant current source

output is zero and oscillations cease. Intuitively, one might expect

that the PWM would have either 0 or 100% duty cycle for these faults

with the output being catastrophically out of tolerance. However, this
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is not the case, at least at light loads. Experimentally it was

determined that with R7 open, the sawtooth oscillator frequency goes

to zero but the switching regulator itself free runs at a frequency

of 125 Khz with the DC output voltage in tolerance. A similar result

was obtained simulating a very leaky C5 fault with a fixed shunt

resistor. The distinction between a leaky and very leaky C5 fault is

necessary because the non-linearities in the constant current source

place these in separate diagnostic categories.

5. Pulse Width Modulator

The pulse width modulator (PWM) is wholly contained in I.C.

U2. Its output consists of 2 open collector transistors which are

connected in parallel externally (U2-12 and U2-13). These are driven

by 2 NOR gates. A flip-flop driven by the pulse output of the sawtooth

oscillator, alternately inhibits one or the other NOR gates, so that

each output transistor is turned on only every other cycle of the

sawtooth oscillations. The output of the PWM comparator is also applied

to each NOR gate to control the pulse width of the turn-on periods.

The pulse output of the sawtooth oscillator is also applied directly to

the NOR gate to limit the maximum duty cycle that can be obtained. The

PWM control input is the error amplifier output (U2-9). Meaningful

fault diagnosis of the PWM and chopper must assume that no fault exists

in the sawtooth oscillator.

The fact that the comparator, flip-flop, and NOR gate outputs

are inaccessible is not a detriment to fault diagnosis. Any stuck at

faults in these components will cause the output transistors to be

stuck open or short. An internal-'static fault which is not stuck-at

will show up as a leaky output transistor.

It should be noted that similar faults in both the PWM and chopper

produce the same symptoms at the chopper output (UI-l) and switching

regulator output, Vo . These include open, short, and leaky faults.

These faults can be isolated to one of these two functional blocks

by examining the PWM input (U2-9) and the switching regulator and/or

chopper output. Consequently, it is convenient to lump fault analysis

of the PWM with that of the chopper, which is covered in succeeding

paragraphs. In order to distinguish between a fault in the PWM and a

similar fault in the chopper, it is also necessary to examine the PWM

output (U2-12). While a human would have little difficulty interpreting

the waveform at this terminal, this is much more difficult for the
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microprocessor without adding significantly to the complexity of the

data acquisition system.

Major practical problems associated with reading data from

terminal U2-12 are:

(1) Some type of interface circuit is required to reduce

the voltages at this test point to safe levels for the data

acquisition system.

(2) This test point is capable of sinking a moderate

amount of current from an interface circuit, but it cannot act as a

significant current source without turning the chopper partially

on when it should be off.

(3) Unless multiple interface circuits and inputs are

used, only one characteristic of the waveform can be examined

(e.g., average value, frequency, etc.).

(4) The low level of the rectangular waveform at this

terminal varies as the input voltage varies. This is because the

PWM output transistors are not driven into saturation except when the

input is below about 20V.

A practical interface circuit that is a solution to some of

these problems is described in Section IV. This makes it possible

to distinguish between all short circuit faults and some open circuit

faults in the PWM or the chopper. Essentially, it reads the average

value of that portion of the waveform below 5 volts.

If only one of the two PWM output transistors is open circuited,

the chopper frequency is cut in half and the PWM duty cycle is limited

to a maximum of 45% (instead of 90%). As long as the nominal 28V input

does not fall below about 12V the only effect on the system is that the

output ripple doubles. If the input falls to 8V, the DC output voltage

also falls out of tolerance. The fault diagnosis program, described

in Section V, will not recognize the former condition as a fault, but

it will diagnose the latter condition as a type TFL fault. A separate

diagnostic test for this condition is not considered practical because

of the additional hardware required.

6. DC Power Chopper

The DC power chopper is an I.C. containing a NPN power transistor,

a PNP driver transistor, emitter-base resistors for each of these, and

a power rectifier. External resistor R6, which is connected between the
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base of the PNP transistor (Ul-3) and the output of the PW4 driver is

also considered to be part of the chopper.

The most significant characteristic of the PWM waveform at

the output of the DC power chopper (Ul-l) is its instantaneous average

value. This is equal to the product of the peak amplitude and the duty

cycle of the waveform. Since the voltage of Ul-l alternately switches

between the input (+28VDC) and ground, it must be low pass filtered

before being applied to the data acquisition system. Connecting an

RC network from this terminal to ground will not interfere with the

switching regulator operation. The low pass filter not only extracts

the average value of the voltage at Ul-l, but also suppresses high

voltage transients that can appear at this terminal and damage the

data acquisition system.

If a single short circuit or excessive leakage exists in either

the PWM or chopper, the output voltage will be high and the system FB

will command the PWM input to turu completely off (U2-9<lV). The

fact that there is no response to this command is sufficient proof

that a short circuit or excessive leakage exists in one of these

components. A PWM short exists if U2-12=0. If this is not the case,

either a chopper short or leaky fault exists or, less probably, the

PWM has excessive leakage. Leaky faults can most easily be detected at

no load. At heavy loads the switching regulator can tolerate more

leakage without showing significant symptoms. Early detection of leaky

faults could prevent damage to equipment being powered by the switching

regulator. Leaky faults may be intermittent (e.g., they may occur

only when a component heats up).

If a single open circuit exists in either the PWM or chopper,

the output voltage is zero and the system FB will command the PWM input

to turn completely on (U2-9>3.5V). The fact that there is no response

to this command is sufficient proof that an open circuit exists in one

of the components.

If U2-12=0, the PWM is on most of the time, indicating that R6

or Ul is open circuited. If the average value of UZ-12<4V, the PWM is

on at least part of the time, indicating the open circuit is in the

chopper. If not, the PWM is open if Vi<20V, since the PWM "on" voltage

is close to zero for this case. If Vi>20V, the PWM comes out of saturation

and its "on" voltage cannot be reliably predicted or detected with the

interface circuit. Hence, further fault isolation is not possible.
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If the rectifier in I'l opens and the switching regulator is

operating under normal load, the large voltage transient at Ul-l will

most probably burn an open circuit between te-ninals 1 and 4 of UI.

If this rectifier shorts, the excessive current will burn an open

circuit between terminals I and 4 of Ul also. This corresponds to

an open chopper fault. Because of the destructive nature of these

faults, they have not been simulated experimentally.

7. Average LC Filter

The low pass LC filter section functions as a PWM detector.

Except for the DC IR drop across the inductor, its average or DC

output is equal to the instantaneous average value of its input, which

is the product of the peak input amplitude and the duty cycle. It

is also designed to attenuate the relatively high chopper frequency

to a low level ripple component.

A simple functional DC check of this filter is to compare

simultaneous samples of Vo and the average value of the voltage at

Ul-I. Excessive ripple due to out of tolerance components is not as

easy to detect. However, excessive ripple is more likely to occur

because of reduced oscillator frequency, which is easily detected.

It is also difficult to determine whether a large AC component on the

output is due to excessive ripple or to switching regulator instability,

without resorting to an additional frequency measurement. The problem

of detecting large AC components at the output of the switching regulator

is considered in detail in Section V.

8. Compensation Network

The lag-lead compensation network consists of R8 in series

with C4 connected across the output of the error amplifier. This

network is designed to make the feedback control system stable under

all operating conditions. If the system is designed properly, it

should be highly tolerant of drift in these components. Experimentally

it was determined that the system functioned properly even with C4

shorted. However, open circuiting either R8 or C4 caused the switching

regulator to become unstable. At no load the oscillation frequency

is about 3 Khz, and the amplitude is only about 70 my p to p. The

oscillations are more apparent at the output of the error amplifier

(U2-9) where the peak to peak amplitude is about 2.5V.

One method of detecting an excessive AC component at the error
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amplifier output, due to either instability or a defective LC filter,

is to measure the peak to peak value of the voltage at U2-9. A

detailed technique for accomplishing this is covered in Section V.

9. Fold-Over Short Circuit Protection

The fold-over short circuit protection circuitry consists of

resistors R3, R2, and R9 plus a comparator in U2-9. While the fold-over

feature of this circuit reduces the maximum output current in the event

of a short circuit, it increases it in the event of an over-voltage fault.

Since over-voltage faults can destroy digital equipment being powered by

the switching regulator, the fold-over feature may do more harm than

good. For this reason, it is recommended that the fold-over voltage

divider (R2 and R9) be removed. In any event, open circuiting, either

Rg or R9, has no noticeable effect on the normal switching regulator

operation.

Although separate diagnostic tests for the short circuit

protection circuitry was not considered practical, major faults will

be detected by the fault diagnosis program of Section V. For example,

if R3 is open circuited, loss of input voltage results. This will be

diagnosed as a Vi low fault. A stuck at fault in Ae short circuit

comparator is indistinguishable from a stuck at fault in the error

amplifier. Since these two are both located in U2, there is no need

to isolate them. Finally, an output short has the same symptoms and

diagnosis as an error amp stuck at 0 fault.

IV. DATA ACQUISITION SYSTEM:

A simplified block diagram of the data acquisition system is shown

in Figure 5. In addition to interface networks, it consists of an

8 bit frequency counter to measure the frequency of the sawtooth oscillator

and an 8 bit A to D converter for voltage measurements. Two 4 input

analog multiplexors (MUX 1 and 2) and sample and hold networks make it

possible to select and sample two voltages simultaneously. A 2 input

multiplexor (MUX 3) is used to select which of the two samples is to be

converted to digital. Tri-state buffer latches are used to store the

data until it can be read and stored in RAM by the 6802 microprocessor

(MPU). Multiplexor select, sample and hold, A to D conversion start,

and buffer latch enable are controlled by the MPU via the B (output)

port of a peripheral interface adaptor (PIA). Data is read into the

MPU via the A (input) port of the PIA. The enable inputs on the buffer
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latches allow selection of either to be read into a single PIA port.

The A/D converter in the breadboard is a short-cycled Datel

ADC-AZI2B with a buffered input. A less expensive unit would suffice

in this application. Specified conversion time is 7 11sec. An

8.8 Usec MPU software delay occurs after the start conversion pulse

and before data is read into the MPU to insure that conversion is

complete. Hence, data acquisition times are wholly dependent on the

HPU. The A/D converter output is complementary unipolar, 0 to +1OV,

which is converted to normal unipolar binary by the inverting buffer

latch. Key A/D conversion values are listed in Table 1.

The S/H networks used in the breadboard are Analog Devices

SHAlI34. MUX 3 consists of AD7510DI CMOS switches with a TTL inverter

decoder, and MUX land 2 are AD7501 8 input analog multiplexors.

A detailed block diagram of the frequency counter, which uses

standard TTL components is shown in Figure 6. In this circuit the

MPU 894.8 Khz 02 clock is divided by counters to a 559.25 hz square

wave. This is further divided into 279.6 hz and 139.8 hz square waves

by two J-K flip-flops. The 139.8 hz square wave provides a 3.58 MS read

time for the 8 bit counter. All three square waves are anded to provide

a clear signal for the 8 bit counter and a latch signal for the buffer

latch in the proper sequence as shown in the timing diagram of Figure 7.

The most significant bit (MSB) of the 8 bit counter is used to inhibit

the count after it has reached a maximum value of hex 80 to prevent

overflow due to a high frequency fault. The MPU is programmed to

diagnose a fault if the sawtooth oscillator frequency is above hex 7F

or below hex 40. These correspond to frequencies of 35.5 Khz and

17.88 Khz, respectively, with the 3.58 MS read time. Note that

sawtooth oscillator frequency data is continuously available to the

MPU but it is updated only once every 7.16 MS.

Next, consider the interface networks at the inputs to the data

acquisition system. To begin with the MUX's, S/H networks, and A/D

converter can withstand input voltages of up to 15V without sustaining

damage. The switching regulator input voltage can be as high as 40V.

This voltage is divided down by a factor of 4 before it is applied to

MUX 1-12. Certain switching regulator faults can produce over-voltage

conditions at other test points in excess of 15V that do not occur in

normal operation. Where this is the case, 1N759 12 volt zener diodes

are used to protect the data acquisition system. In the case of the
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TABLE 1. A/D OUTPUT, UNIPOLAR, 0 TO -10V

Input Output
Voltage Binary Hex

0.000 0000 0000 0 0

0.039 0000 0001 0 1

0.507 0000 1101 0 D

1.014 0001 1010 1 A

i.989 0011 0011 3 3

2.028 0011 0100 3 4

t 2.496 0100 0000 4 0

3.510 0101 1010 5 A

4.048 0110 1000 6 8

4.758 0111 1010 7 A

4.797 0111 1011 7 B

4.992 1000 0000 8 0

5.031 1000 0001 8 1

5.187 1000 0101 8 5

5.226 1000 0110 8 6

5.265 1000 0111 8 7

9.945 1111 1111 F F
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FIGURE 7. FREQUENCY COUNTER TIMING DIAGRAM.
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low impedance Vo test point, a 1K resistor is used to limit the zener

current under over-voltage fault conditions. An RC low pass filter

with a IMS time constant is used to measure the average value of the

UI-i test point before it is applied to MUX 1-I3.

The U2-3 test point has an ideal pulse waveform for the frequency

counter. Unfortunately, it has a 2K impedance to ground and is incapable

of sinking even a single TTL load. Consequently, a discrete component

transistor inverter is used to interface this test point with the

frequency counter.

The most difficult interface problem is with test point U2-12

between the PWM output and R6. This test point can act as a

current sink but it cannot act as a current source without interfering

with the switching regulator operation. The IN914 diode referenced to

+5V, at the input to the interface network, allows the PWM output to

sink current when it is on and below about 4.4V but it does not allow

R6 to act as a current source under any conditions. Furthermore, as

long as the input voltage is above 5V, R6 cannot act as a current sink

for the diode. The voltage at the anode of the diode is low pass

filtered before it is applied to MUX 2-I2, to make the test voltage

independent of the sampling time. This interface network gives a

reliable indication to distinguish between a PWM short and a chopper

short condition. It also gives a reliable indication to distinguish

between a PWM open and an R6 open condition. However, it cannot

distinguish between a PWM open and a chopper open condition unless the

switching regulator input voltage is below about 20V. When the input

voltage is raised above about 20V, the PWM output transistors come out

of saturation because of internal current limiting. When the PWM "on"

output rises above +4.4V, the interface network can no longer tell

whether it is on or off. This problem does not have an easy solution.

The data acquisition system is easily expandable to acquire test

data from two positive output switching regulators in sequence. Inputs

are already available on analog MUX 1 and 2 to accommodate 8 additional

test points from another switching regulator. A 2 input digital MHUX

must be added at the input to the frequency counter to accommodate

another frequency test point. Finally, a buffer latch must be added

at the outpuL of PIA port B to select one or the other of the switching

regulators.
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V. FAULT DIAGNOSIS FLOW DIAGRAM:

The switching regulator fault diagnosis flow diagram is shown in

Figures 8 through 11. This is a logical structure that systematically

identifies and isolates faults to one of the functional blocks shown

in Figure 2 or to a particular component. It is the key to the success

of this project. It is capable of detecting every fault in the

switching regulator that causes the output voltage to go out of

tolerance as well as certain faults that occur before the output

voltage goes out of tolerance. It is capable of diagnosing 30 distinct

single faults in the 14 key components of the switching regulator.

These include open, short, stuck at, excessive leakage, critical

component drift, and instability; essentially every major fault that

the writer could anticipate. These faults are coded for identification

purposes and listed in Table 2. Three additional faults, TFO, TFL, and

TFH, are included in the event that the microprocessor detects a

Vo = 0, Vo low, and Vo high fault, respectively but is unable to

diagnose it. This could occur if an out of tolerance fault exists

that the writer did not anticipate. If this happens, it would be a

simple matter to expand the flow diagram to cover this unforeseen

case.

The 6802 machine language program that implements the fault diagnosis

flow diagram is listed at the end of this section. It consists of 361

bytes burned on a 2716 EPROM. This does not include initialization of

the PIA. Referring to the major fault diagnosis loop of Figure 8, the

program begins by clearing memory locations EO through EF. These are

used to store the fault codes from 16 independent diagnostic checks.

Data is then acquired and stored in memory locations Cl through DF

as shown in Table 3. After the data is acquired, the major diagnostic

tests begin. These include, in sequence, an input voltage test,

reference regulator voltage tests, sawtooth oscillator frequency tests,

an exesssive ripple test, and finally output voltage tests. The

sequence in which each diagnostic test is performed is very important

to the logical structure of the flow diagram. For example, if the

input voltage is below 8 volts, no conclusions can be drawn about any

other test. Consequently, this test must precede all others.

If the major diagnostic tests do not indicate a fault, then a new

set of data is acquired and the sequence is repeated. If a fault is

indicated, it may be immediately diagnosed, or additional diagnostic
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TABLE 2. FAULT CODES

Code Fault

00 No Fault

01 Vi Low

02 VR High (U2)

03 VR Low (U2)

04 VR=0, U2, C3 Short

05 f High, C5 Open

06 f Low, C5/U2 Leaky, R7 High

07 f=O-, R7 Open

08 f=O+, C5 Short

10 Excessive Ripple, C4/R8 Open, C6 Open

AO L. Open

Al RI Open

A2 R5 Very High

A3 R6/Chopper Open

A4 Chopper Open
A5 PWM Open
A6 Chopper/PWM Open

A7 Output/C6 Short, Error Amp S@0

A8 TFO

A9 RI0 Open

AA RI0 Very High

AB Error Amp S@1

AC R5 High, RI Low

AD R10 High, R4 Low

AE TFH

AF Error Amp + Offset/Gain

BO PWM Short

BI Chopper Leaky/Short

B2 R4 Open

B3 R4 High, RI0 Low

B4 RI High, R5 Low

B5 TFL

B6 Error Amp - Offset/Gain
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TABLE 3. DATA MEMORY ADDRESSES

Address Data Normal Reading

Cl Vo  80 (Hex)

C2 U2-1 40

C3 U2-2 40

C4 U2-1 40

C5 Vi  -

C6 U2-1 40

C7 Ul-I 80

C8 U2-1 40

C9 v0  80

CA VR 80

Ct U2-2 40

cc VR 80
CD vi  -

CE VR 80

CF Ul-I 80

DO VR 80

Dl Vo  80

D2 U2-12 -

D3-DF U2-9
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tests may be required to diagnose it. Once it is identified, the fault

code is stored in memory beginning at location EO. A new set of data

is acquired and the sequence is repeated until 16 independent diagnostic

checks indicate that a fault is present.

A major problem in analog fault diagnosis is that critical components

such as voltage dividers and error amplifiers can drift out of

tolerance without causing the important system parameters to drift

outside of tolerance. It is desirable to ignore such "soft" faults.

A major advantage of the fault diagnosis flow diagram is that faults

due to component drift are not tested unless the output voltage is out

of tolerance and not equal to zero and then only after all other

possible causes have been eliminated. On the other hand, more serious

faults in the sawtooth oscillator are identified even if the output

voltage is in tolerance.

Although the flow diagram logic was designed to diagnose single

faults, all multiple faults can be detected and some of these can be

diagnosed and repaired sequentially. For example, if the reference

regulator is out of tolerance and the chopper is open circuited, the

former fault will first be diagnosed. If this is repaired, the latter
fault will then be diagnosed. This does not imply that all multiple

faults can be diagnosed in this manner. It is possible that the flow

diagram logic can be expanded to diagnose all double faults, but

this is beyond the present scope of this project.

In most cases the fault diagnosis program is a straightforward

implementation of the fault diagnosis flow diagram. However, the

excessive ripple block and the data acquisition block require some

explanation. A detailed flow diagram of the excessive ripple sub-

program (AOAI-AOC5) is shown in Figure 12. This subprogram finds the

largest and smallest samples of U2-9 (stored in memory locations D3

through DF) and temporarily stores these in the A and B registors,

respectively. A fault is defined whenever the difference between these

is greater than I volt. Note that this difference is an estimate of

the peak to peak value of the waveform. The accuracy of this estimate

is dependent on the relationship between the sampling period and the

period of the waveform under test.

The sampling period is wholly dependent on the microprocessor.

Exactly 46 machine cycles elapse between successive samples of U2-9.

This includes a deliberate 4 machine cycle (NOP) delay to insure that
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the A to D conversion process is complete before data is read. The 02

clock frequency is 894.8 Khz, which corresponds to a 1.1176 psec cycle

time. Hence, the sampling period is 51.4 psec. If this is an exact

multiple of the period of the waveform under test, then all samples are

identical and an estimate of the peak to peak value cannot be obtained.

If the periods of the waveforms under test are known, this problem can

be overcome as follows.

For illustrative purposes, suppose that the sampling period, T.,

is exactly equal to the test period, T. For a periodic waveform, f(t) =

f(t+T). If T is increased to l.IT by adding machine cycle (NOP) delays,s

then if the first sample is f(tI), the second sample is f(t1 + 1.IT) =

f(tI + 0.1T), the third sample is f(tI + 2.2T) = f(t1 + 0.2T), etc.

Hence, the sampling is equivalent to taking 10 samples of one period of

the waveform.

In the switching regulator our interest is in finding excessive peak

to peak ripple due to instability or due to a faulty LC filter.

(Excessive ripple due to a very low sawtooth oscillator frequency is

diagnosed in a prior test.) Experimentally it was determined that

instability due to an R8/C4 open circuit occurred with a jittery period

of about 300 psec. It is expected that this will be somewhat a function
of temperature and load. With the present sampling period, at least 6

distinct samples and possibly more can be obtained. The normal ripple

period is the same as the sawtooth oscillator period. This is in the

range, 42.8 psec to 46.7 psec, which corresponds to Ts = 1.2T and 1.1T,

respectively. Again, at least 5 distinct samples and possibly more

can be obtained. Experimentally the excessive ripple subprogram was

able to diagnose instability due to an R8/C4 open circuit consistently.

Excessive ripple due to a faulty filter is less probable and more

difficult to simulate.

In the data acquisition subprogram, initially 9 pairs of simultaneous

samples are taken and stored sequentially in memory locations Cl through

D2 as shown in Table 3. Exactly 79 machine cycles or 88.3 usec elapse

between successive sample pairs. This is followed by 13 successive
samples of U2-9 stored in memory locations D3 through DF. Total data

acquisition time is 1.4685 MS.

During ground maintenance the program could be initiated by a

technician to reliably diagnose faults already present in the switching
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DATA ACQUISITION PROGRAM

Address Op Code Corments

A000 CE,00,EF LDX # $ OOEF CLR EO-EF

A003 6F,00 CLR $ 00, X

A005 09 DEX

A006 8C,00,DF CPX # $ OODF

A009 26,F8 BNE (03)

AOOB DF,AO STX $ AO

AOOD CE,00,CO LDX # $ OOCO ACQ DATA

A010 5F CLR B

A011 86,10 LDA A # $ 10

A013 IB ABA

A014 B7,40,06 STA A PIA-B

A017 8B,30 ADD A # $ 30

A019 B7,40,06 STA A PIA-B

AOIC 80,40 SUB A # $ 40

A01E B7,40,06 STA A PIA-B

A021 08 INX

A022 01 NOP

A023 01

A024 B6,40,04 LDA A PIA-A

A027 A7,00 STA A $ 00, X

A029 86,60 LDA A # $ 60

AO2B B7,40,06 STA A PIA-B

A02E 86,20 LDA A # $ 20

A030 B7,40,06 STA A PIA-B

A033 08 INX

A034 01 NOP

A035 01

A036 B6,40,04 LDA A PIA-A

A039 A7,00 STA $ 00, X

AO3B 5C INC B

A03C C1,09 CMP B # $ 09

A03E 26,Dl BNE (11)

A040 86,3C LDA A # $ 3C

A042 B7,40,06 STA A PIA-B
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DATA ACQUISITION PROGRAM (Cont.)

Address Op Code Comments

A045 86,6C LDA A # $ 6C

A047 B7,40,06 STA A PIA-B

A04A 86,2C LDA A # $ 2C

A04C B7,40,06 STA A PIA-B

A04F 08 INX

A050 01 NOP

A051 01

A052 B6,40,04 LDA A PIA-A

A055 A7,00 STA A $ 00, X

A057 8C,O0,DF CPX #I $ OODF

A05A 26,E4 BNE (40)
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FAULT DIAGNOSIS PROGRAM

Address Op Code Comments

A05C 5F CLR B

A05D 96,C5 LDA A $ C5
A05F 81,34 CMP A # $ 34
A061. 25,2B BCS Vi low

A063 96,CA LDA A $ CA
A065 27,24 BEQ V R '-0

A067 81,86 CHPA # $ 86
A069 22,22 BHI VR hig

A06B 81,7B CMPA # $ 7B
A06D 25,1D BCS VR low

A06F 86,80 LDA A # $ 80
A071 B7,40,06 STA A PIA-B

A074 B6,40,04 LDA A PIA-A

A077 2B,ll EMI f high

A079 27,06 BEQ f -0

A07B 81,40 CHPA # $ 40

A07D 2B,OA BMI f low

A07F 20,20 BRA

A081 96,Cl LDA A $ C f- 0

A083 81,87 CHPA # $ 87
A085 2B,01 BMI

A087 5C INC B f-O0+

A088 5C fm -o

A089 SC f low

A08A SC f high

AO8B SC VR 00

A08C 5C VR low

AO8D SC V R high

A08E 5C V. low

A08F DE,AO LDX $ AO
A091 E7,01 STA B $ 01, X
A093 08 INX

A094 DF,AO STX $ AO
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FAULT DIAGNOSIS PROGRAM (Cant.)

Address Op Code Comments

A096 8C,OOEF CPX # $ OOEF

A099 27.03 BEQ

A09B 7E,AO,OD JHP to D.A.

A09E 7E,F8,S7 JMP to PROMPWT

AOA1 CE,OO,OO LDX # $ 0000 Check Ripple

AOA4 A6,D3 LDA A $ D3, X

AOA6 08 INX

AOA7 8C,0O,OD CPX #I $ GOOD

AOAA 27,06 BEQ

AOAC Al,D3 C14P A $ D3, X

AOAE 2B,F4 BMI

AOBO 2A,F4 BPL

AOB2 E6,D2 LDA B $ D2, X

AOB4 09 DEX

AOB5 27,06 BEQ

AOB7 El,D2 CMP B $ D2, X

AOB9 2A,F7 BPL

AOBB 2B,F7 BMI

AOBD 10 SBA

AOBE 81,1A CMP A # $ 1A

AOCO 2B,04 BMI Ripple O.K.

AOC2 C6,10 LDA B # $ 10 Excessive Ripple

AOC4 20,C9 BRA (8F)

AOC6 5F CLR B Ripple O.K.

AOC7 96,Cl LDA A $ Cl
AOC9 27,76 BEQ V 0 - 0

AOCB 81,7A CHP A # $ 7A

AOCD 25,3D BCS V0 < 4.75V

AOCF 81,87 CMPA #t $ 87

AODl 22,03 BHl V 0>5.25V

AOD3 7E,AO,OD JMP $ AOOD V is O.K.
0

AOD6 96,D3 LDA A $ D3 V , 5.25V

AOD8 81,1A CMP A# 1 A
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FAULT DIAGNOSIS PROGRAM (Cont.)

Address Op Code Comments

AODA 25,28 BCS PWM/Chopper

AODC 81,5A CMPA # $ 5A

AODE 25,OA BCS Linear

AOEO 96,C4 LDA A $ C4

AOE2 27,4F BEQ RIO Open

AUE4 91,C3 CMP A $ C3

AOE6 25,4A BCS RIO Very High

AOE8 20,47 BRA Error Amp S@I

AOEA 96,CC LDA A $ CC Linear

AOEC 44 LSRA

AOED 4C INCA

AOEE 91,CB CMP A $ CB

AOFO 2B,3E BMI R5 High

AOF2 96,CI LDA A $ CI

AOF4 44 LSRA

AOF5 4A DEC A

AOF6 91,C2 CMP A $ C2

AOF8 22,35 BHi RIO High

AOFA 96,C4 LDA A $ C4

AOFC 90,C3 SUB A $ C3

AOFE 81,02 CMP A # $ 02

A10 2B,2C BMI TF+

A102 20,29 BRA Error Amp +

A104 96,D2 LDA A $ D2 PWM/Chopper

A106 81,1A CMP A $ IA

AIOS 25,22 BCS P1M Short

AIOA 20,iF BRA Chopper Leaky/Short

AIOC 91.C2 CMP A $ C2 V < 4.75Vo

AlOE 27,1A BEQ RA Open

AiO 44 LSR A

AIi 4C INC A

A112 91,C2 CMP A $ C2

A114 2B,13 BMI R4 High
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FAULT DIAGNOSIS PROGRAM (Cont.)

Address Op Code Comments

Al6 96,CC LDA A $ CC

A118 44 LSR A

A119 4A DEC A

AlIA 91,CB CMP A $ CB

A1IC 2EOA BGT Ri High

AIlE 96,C3 LDA A $ C3

A120 90,C4 SUB A $ C4

A122 81,02 CMP A # $ 02

A124 2B,01 BMI TF-

A126 5C INC B Error Amp-

A127 5C TF-

A128 5C Ri High

A129 5C R4 High

AI2A 5C R4 Open

Ai2B 5C Chopper Leaky/Short

AI2C 5C PWM Short

Ai2D 5C Error Amp +

AI2E 5C TF+

AI2F 5C Rio High

A130 5C R5 High

A131 5C INC B Error Amp S@i

A132 5C RiO Very High

A133 5C RI0 Open

A134 5C TFO

A135 5C Output Short

A136 5C PWM/Chopper Open

A137 5C PWM Open

A138 5C Chopper Open

A139 5C R6/Chopper Open

AI3A 5C R5 Very High

AI3B 5C Ri Open

A13C CBAO ADD B # $ AO Li Open

A13E 7EAO,8F JMP $ A08F
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FAULT DIAGNOSIS PROGRAM (Cont.)

Address Op Code Comments

A141 96,C7 LDA A $ C7 Vo = 0

A143 2B,F7 BMI LI Open

A145 96,C3 LDA A $ C3

A147 27,F2 BEQ Rl Open

A149 81,68 CMP A # $ 68

A14B 22,ED BHI R5 Very High

A14D 96,D3 LDA A $ D3

A14F 81,5A CMP A # $ 5A

A151 22,06 BH1

A153 81,1A CMP A # $ IA

A155 25,DE BCS Output Short

A157 20,DB BRA TFO

A159 96,D2 LDA A $ D2

A15B 81,1A CMP A $ 1A

A15D 25,DA BCS R6/Chopper Open

A15F 81,7A CMP A # $ 7A

A161 25,D5 BCS Chopper Open

A163 96,C5 LDA A $ C5

A165 2B,DO BMI PWM/Chopper Open

A167 20,CD BRA PWM Open
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regulator. However, if the fault occurs while the program is running,

the fault code stored in the first memory location (EO) may not be

accurate for two reasons.

a. If the fault occurs during the data acquisition period, then

part of the data is acquired before the fault cccurs and part afterwards.

b. Because of the finite time constant associated with the low

pass filter interface circuits, the first set of data acquired may not

reflect steady state conditions for these test points.

The complete fault diagnosis system has been breadboarded and tested

in the lab at room temperature and with the switching regulator operating

at light loads. Virtually every fault listed in Table 2 that could be

practically simulated was consistently identified by the MPU.

VI. AUTOMATIC SELF CHECKING PROCEDURES

In general, diagnosing a test unit fault where one does not exist

can be more disastrous than ignoring or misdiagnosing an actual fault.

For this reason it is desirable to incorporate self checking procedures

into the automatic test circuitry to insure that a test equipment fault

is not diagnosed as a test unit fault. This section takes a preliminary

look at this problem and proposes some partial solutions. Because of the

limited time available for this portion of the project, it is impossible

to formulate a complete solution or to incorporate the limited solutions

into the breadboard system. Since adding hardware for self checking

purposes can be counterproductive, this preliminary study considers only

software approaches to this problem.

For self checking purposes it is convenient to divide the automatic

test equipment into 3 major groups.

a. MPU, EPROM, and RAM

b. PIA

c. Data Acquisition System

Self checking procedures for each of these is considered in the

following paragraphs.

A relatively straightforward software procedure can be used to

insure that that portion of the MPU, EPROM, and RAM used for fault

diagnosis is functioning properly. This is as follows.

a. Load data into memory locations Cl through DF to simulate

one of the 33 faults listed in Table 2.
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b. Run the fault diagnosis portion of the program.

c. Compare contents of memory locations EQ through EF to insure

that fault code stored corresponds to the fault defined by the

simulated data set.

d. Repeat Steps (a), (b), and (c) for each of the 33 faults

listed in Table 2.

A PIA initialization subprogram should be inserted into the fault

diagnosis loop of Figure 8 prior to acquiring data. This insures that

a momentary power loss or glitch that resets the PIA does not interfere

with the system operation.

The following procedure can be used to check the data acquisition

system and PIA's ability to load data into the MPU.

a. Clear memory locations Cl through DF.

b. Check to insure that all memory locations have been cleared.

c. Run data acquisition subprogram and check contents of D2. If it

is zero, the system is unable to load data into the MPU.

Note that the contents of D2 comes from U2-12 via an interface

circuit. Because of the diode and +5V reference in this interface

circuit, this data is non-zero even if all test unit voltages are zero.

If a load data fault is indicated, the PIA's control registers are

first examined for a fault, then the data direction registers are

checked, and finally data is loaded into peripheral data register (PDR)

B and checked. However, a fault in PDR A cannot be isolated.

Certain faults in the data acquisition system can be isolated by

making use of inconsistencies in the acquired data set. In addition to

discrepancies between two samples of the same test point, these include:

(I) Vi < Vo

(2) Vi < VR

(3) U2-1 > Vo

(4) U2-2 > VR

(5) Ul-l < Vo

(6) U2-9 > VR

(7) U2-12 = 0

(8) U2-12 > 87 hex

(9) f > 80 hex

To illustrate this, consider an expansion of the test unit fault

diagnosia flow diagram that enables the MPU to detect and partially

isolate any single open circuit fault in the data acquisition system's
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multiplexors (or interface networks). This can be accomplished at a

cost of a few hundred bytes of EPROM.

Experimentally an open circuit between any test point and the output

of MUX 1 or 2 gives a zero data reading for that test point. An open

circuit at the output gives a zero data reading for all 4 test points

interfaced to that MUX. An open circuit at the output of MUX 3 gives

a zero reading for all 8 test points.

An open circuit at either input to MUX 3 is more complex because

of the sequential sampling scheme used to acquire data and the slow

discharge times of CMOS capacitances under open circuit conditions.

Memory locations C1 through D2 are loaded alternately with data samples

from MUX I and 2. If one input, say Ii, of MUX 3 opens, the data from

MUX 1 is still valid. The data from MIUX 2 is lost but the slow capacitor

discharge time makes the apparent data read into the A/D converter

dependent upon the data previously obtained from MUX I. Consequently,

two apparent data samples from the same test point will differ markedly

in a predictable manner. This fact is used to identify this fault.

The expanded fault diagnosis flow diagram that utilizes the previous

symptoms to isolate MUX open circuit faults, as well as PIA and test

unit faults, is shown in Figure 13, 14, and 15. This is a revision of

the main fault diagnosis loop of Figure 8. Those portions of the fault

diagnosis loop shown in Figures 9, 10, and 11 are unaffected by the

expansion.

Implementing this expanded fault diagnosis diagram with EPROM

software is a straightforward, if time consuming, task. However, this

is intended as only one example of how software expansion can be used

to isolate faults in the data acquisition system. If additional time

was available, other fault isolation tests could be developed and

incorporated into the fault diagnosis flow diagram.

It should be noted that the test unit fault diagnosis program

itself provides a limited check of the data acquisition system. For

example, if it is established that VR is within its +4% tolerance,

it is improbable that any major fault exists in either S/H2, the A/D

converter, or the PIA.

VII. RECOMMENDATIONS:

This project has shown that automatic fault diagnosis of a switching
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TI
regulator is technically feasible. There is no reason to believe

that this is not the case for other avionic subsystems, both analog

and digital. It is recommended that these efforts be pursued until

finally a single microprocessor and data acquisition system can be used

to sequentially diagnose faults in every piece of avionics hardware

in an aircraft. Ideally, the MPU can also check itself and the data

acquisition system to insure that test equipment faults are not mis-

diagnosed as test unit faults. This is an ambitious goal that can best

be accomplished in small steps.

Having a working breadboard of an automatic fault diagnosis system

for a switching regulator is an important first step, since it restores

credibility to the automatic fault diagnosis concept. This credibility

has been seriously weakened by poor implementations of the concept in

the past. In order to accomplish this in the limited time available,

it was necessary to begin with a relatively simple system such as a

switching regulator. However, a switching regulator does not present

a sufficiently broad spectrum of fault diagnosis problems to infer that

the approach taken can be generalized.

Since the switching regulator automatic fault diagnosis system is

practical in itself, it is recommended that this be updated from fragile

breadboard to prototype status. This should be subjected to further

testing at full load and under expected environmental conditions. The

test equipment self checking procedures outlined in Section VI should

be incorporated into the system. Other self checking software should be

developed and incorporated into the system.

A suggested next step is this: Apply techniques developed during this

project and develop additional techniques as required to automatically

diagnose faults in a second avionics subsystem. This should be more

complex and utilize different functional blocks than a switching

regulator, but it should not be so complex that tangible results cannot

be obtained in a reasonable amount of time. Since the switching regulator

is an analog system, at least some of these functional blocks should be

digital. As in the present project, the MPU and EPROM software should

be utilized as much as possible to minimize off board hardware.

A problem that is applicable only to analog fault diagnosis is

this: Although canned computer programs exist for analyzing non-linear

analog systems, modern analog systems utilize complex integrated circuits
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for which a known computer model does not exist. Even where computer

models do exist, in most cases these are not valid under certain fault

conditions. Unless computer fault models are developed for analog

integrated circuits, computer fault simulation of systems that utilize

these is impossible. The alternative breadboard fault simulation

approach is not always practical. For this reason it is recommended

that commonly used analog I.C.'s in avionics systems be identified

and computer fault models be developed for these.

5 -
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DYNAMIC ANALYSIS OF COUPLED STRUCTURES

AND RELATIONSHIP TO TEST PROCEDURES

by

Sherif T. Noah

ABSTRACT

The problems arising in modal synthesis based on experimentally

derived dynamic characteristics of separated structural components

are investigated. A comprehensive review of existing synthesis tech-

niques is presented and the relationship to test procedures is examined.

It is concluded that the synthesis methods with the best potential for

achieving experimental compatibility are those employing truncated sets

of free-interface modes of the components plus an appropriate account

for the effects of deleted modes. Feasibility of extending the free-

interface component mode synthesis methods to enable utilization of

complex modes is demonstrated. Recommendations for further research

efforts are made.
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I. INTRODUCTION

The dynamic analysis of structures is increasingly becoming a re-

quirement in the design and testing of most modern applications involving

structural systems. A vital part of the design effort is the analysis

of analytical models of the structures. The parameters of the model are

usually derived from the finite element formulation and, in many cases,

are experimentally verified once the hardware becomes available.

Recent advances in structural applications, coupled with a drive to-

ward more stringent requirements of safety, reliability and cost effec-

tiveness have created a need for greater accuracy and speed in the dynamic

analysis of structures. This is particularly the case in aerospace

applications, where efficient lightweight structures are designed for reli-

able and safe operation in severe environments.

With the requirement for higher accuracy, more detailed models defined

by a large number of generalized coordinates become necessary. A direct

solution using all of the coordinates of the total structure may exceed the

capability of a given computer facility, lead to numerical errors and/or

result in prohibitively costly long run times. Furthermore, the design

process often requires several cycles of reanalysis to arrive at improved

configurations. Also, desirable modifications and additions might necessi-

tate additional analysis of the altered structures. The implication of

cost and time involved in the repeated analysis of detailed models of the

structures is self evident.

During the past two decades, a growing effort has been devoted to the

development of subsystem techniques to avert the inadequacies discussed

above. In these methods a complex structure is treated as an assembly of

connected components (or substructures) whose dynamic characteristics are

used to arrive at a description of the total structure. Most of the

methods are developed around the idea of utilizing a set of modes or dis-

placement shapes constructed for the separated components which, through

appropriate coupling procedure, are used to define a set of generalized

coordinates describing the complete structures. In the majority of these

methods, the normal modes of the separated components are used to synthe-

size those of the complete structure. These methods therefore, came to be

known as "modal synthesis" techniques.
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Significant advantages resulting from the use of the substructure

approach in the design and analysis of structures may be readily en-

visaged. The approach parallels the design process of complex struc-

tures and allows for flexibility of the analysis. Different levels

of detail in modeling the structures and its components may be employed.

Also the dynamic characteristics of some of the substructures may be

determined from experimental test data while those of the other sub-

structures are derived from finite element formulations. Furthermore,

most of the component synthesis techniques utilize truncated sets of

the significant modes of each substructure. This permits the develop-

ment of a substantially smaller number of equations for adequate

description of the complete structure.

In recognition of the component synthesis approach as an emerging

design tool of vital significance, several symposia were devoted en-

tirely to the subject (see for example reference 1). Various synthesis

techniques are being incorporated in large general purpose finite

element computer programs such as that of NASTRAN2 ,30 . More recently,

Clough and Wilson 3 demonstrated the benefits derived from employing

a modal synthesis technique for the analysis of a structure with local

nonlinearity. Synthesis techniques are also being applied to problems

4involving fluid-structure interactions

At the present time modal synthesis techniques based on analytical

formulations are fairly developed. However, further effort is needed

to extend the applicability of existing techniques to more general types

of structures. In particular, studies are needed for the representation

of the various damping mechanisms in component mode synthesis. The

potential of the synthesis methods for dealing with nonconservative

structural systems and with systems possessing nonlinearities should also

be explored.

Unfortunately, a major limitation on the use of the modal synthesis

approach as an effective design tool is the lack of demonstrated compatibil-

ity with practical experimental procedures. The need for experimental

parameter identification of complex structures has been recently empha-

sized. This is particularly the case with some of the parameters, such

as those related to damping, which are virtually impossible to estimate

other than by test data. In other cases where the structure is of
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extremely large dimensions, as in space applications, testing of the

complete structure would be practically unfeasible.

In general, full scale testing of complex structures is both

costly and time consuming. This is particularly the case in the ground

vibration tests (GVT) of aircraft structures and appended components.

An experimentally compatible subsystem synthesis technique would prove

extremely valuable in avoiding repeated testing of the total structure

with every addition or alteration of various components. An important

application of such synthesis technique would be the determination of

the dynamic characteristics of aircraft with attached stores in various

arrangements.

II OBJECTIVES

The main objective of this research effort was to investigate

the problems arising in modal synthesis based on experimentally de-

rived dynamic characteristics of separated components. The worK would

be directed toward the development of a sound combined experimental/

analytical procedure for the synthesis of the dynamic characteristics

of complex structures. An initial effort toward meeting the above

goal was to fulfill the following specific objectives:

(1) To review existing modal synthesis and other subsystem techniques

of dynamic analysis of structures.

(2) To assess major synthesis approaches and their derivatives with

regard to their relationship to experimental test procedure and

potential for further development or modification to achieve test

compatability.

(3) To explore the relationship of synthesis techniques to methods of

experimental system identification of stuctural components.

(4) To identify specific future research efforts needed for the de-

velopment of experimentally compatible synthesis techniques which

would be particularly effective in applications of relevance to

the Air Force such as that of synthesizing the dynamic charac-

teristics of aircraft/stores assemblies.
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III. REVIEW OF SYNTHESIS TECHNIQUES AND RECENT DEVELOPMENTS

The early work on modal synthesis was motivated by the need for

an economic representation of substructures in analog computer solutions

of structures as combined with aeroelastic and control system models.

Representation of the subsystems was done in terms of electrical

analogies (see for example reference 5).

The first applications to digital computers were simple extensions

of the analog techniques and proved highly restrictive and limited in

accuracy. Numerous synthesis approaches have recently been developed,

resulting in increased accuracy and more generality as applied to

large-order and complex structure dynamics problems.

In what follows, a brief account of the existing synthesis tech-

niques is presented. Several reviews of some of these techniques are

6,7,15
also available in the literature . The review presented by Craig

and Chang 7 is particularly comprehensive, covering reported techniques

and applications to 1977.

It was Hurty8 '9 who developed the first general modal synthesis*

method capable of coupling substructures with redundant interface con-

nections. Fixed-interface normal modes, rigid-body modes, and redundant

constraint modes** of the substructures are used in that method to define

generalized coordinates of the assembled structure. In addition,

Hurty 10 'I I devised a convergence criterion for the system's normal

frequencies. The criterion serves as a guide in selecting the proper

component modes to be included in the synthesis provided the upper

frequency for the system is known.

* The term "modal synthesis" is used here generically to refer to any

analytical process whereby the normal modes of a system of structural

components are synthesized from the modes of the individual components.

Other terms used are "component mode synthesis", "modal coupling", and

"dynamic substructure coupling". These terms are used interchangeably

throughout the report depending on the particular techniques discussed.

** Exposition of Hurty's method is presented in a later section where

the meaning of these modes will become apparent.
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Bamford 12 added another type of displacement modes called "attach-

ment modes" to Hurty's procedure. These modes are "static" displacement

shapes of a substructure corresponding to concentrated forces at the

substructure's interfaces due to attachment to other substructures. The

attachment modes may be used to complement normal modes of a restrained

substructure obtained with its interfaces free.
13

Craig and Bampton pointed out that the rigid body modes and the

redundant constraint static displacement modes in Hurty's formulation

need not be treated separately. They modified Hurty's method accordingly

so that the generalized coordinates of the substructures would consist

only of "constraint modes" and "fixed-interface normal modes". A method

similar to that of Craig and Bampton was reported by Bajan and Feng
14

where an algorithm was added to the procedure in order to assist in

optimizing the choice of the component modes.

An alternative modal synthesis approach based on the normal modes
15

of separate components with their interfaces free was pursued by Hou

Hou developed a method of synthesis which utilizes truncated sets of

these component modes. The method is appropriately called a "free-

interface component mode method". For a proper choice of component

modes, he proposed an error index based on convergence of the system's

frequencies. In order to improve the representation of substructures
16

by truncated sets of free-interface modes, MacNeal proposed the use

of statically derived modes to account, in an approximate manner, for

the missing flexibility due to truncation. This missing static contri-

bution is called residual flexibility. MacNeal* also presented a hybrid

synthesis method which allows some substructure interface coordinates

to be restrained while others are free.

Benfield and Hruda 17 introduced the new idea of interface loading

in which approximate mass and stiffness effects of neighboring compo-

nents may be added to each component of the structure before obtaining

the component's modes. The modes would then be more representative of

the actual deformation shapes of the assembled structure.

* The methods of Hou and MacNeal are described in sufficient detail

in a later section.
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While in a synthesis technique a reduction in the size of a system

is usually achieved through a reduction in the subsystems representation,

Kuhar and Stahle 18 introduced a method in which the reduction is perfor-

med after the system equations are developed. A frequency-dependent

approximation of the effect of the truncated modes is used as the basis

of the reduction. System's modes with frequencies close to that employed

for the approximation are thereby improved in accuracy. This approach,

however, appears to be of questionable practical value since it requires

knowledge of the deleted mode shapes of the components.

Goldenberg and Shapiro 19 employed a procedure similar to that due

to Hou but provided for arbitrary mass loading of interface points to

improve the representation of substructures by fewer free-interface

modes. Their procedure may also be adopted for fixed interface mode

methods such as that of Hurty. A different technique for methods was
20developed by Rubin who extended MacNeal's method to include second-

order residual effects of the truncated set of component modes. Craig
21

and Chang provided results of test problems for comparisons of the

free-interface mode methods of Hou, MacNeal and Rubin.

Recently, Hintz2 2 described two statically complete mode sets which

he labelled "attachment modes" and "constraint modes". The former set

may be used with both free-interface and fixed interface normal modes

while the latter may be only combined with fixed-interface mode methods.

Hintz investigated the convergence associated with several variations

of these two methods and concluded that the method of attachment modes

with unconstrained normal modes yielded system frequencies of comparable
23

accuracy to Hurtz type methods. Craig and Chang reformulated the

free-interface mode methods of Hintz, MacNeal and Rubin, focussing on

the various attachment modes involved. It was also concluded that the

free-interface mode synthesis examined are of comparable accuracy,

when augmented by attachment modes, to that of fixed-interface mode

methods.

Although for a given number of component normal modes, the fixed

interface mode method of Hurty is known to be very accurate, the method

requires retaining constraint coordinates equal in number to those at

the interface. This feature would be a handicap in cases involving

large interface points. In order to overcome this problem, Craig and
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Chang described three techniques of reducing the number of the

interface coordinates.

A free-interface component mode method utilizing Lagrange multi-

pliers to enforce constraints between the structural components was
25

presented by Dowell . The method leads to an unusual form of the

eigenvalue problem of the complete system. Utilizing a different

formulation based on the use of Lagrange multipliers, Craig and Chang
26

attempted to describe some of the pertinent synthesis methods by a

single comprehensive formulation.
27

Flannelly, et al. developed a subsystem approach utilizing

measured modal based modility matrices of the separated subsystems.

The method yields the frequency response of the combined systems rather

than the modal information sought by other methods. Another subsystem

approach utilizing physical rather than modal coordinates was presented

by Berman 28 . The coupling method in that approach involves the frequen-

cy response of the substructure. The method performs an exact reduction

of the substructure to the interface coordinates. This leads to a

representation of the entire system where the influence of the sub-

structures is exactly present. Again, the analysis performed in this

manner yields responses rather than natural frequencies and modes.

Recently, Berman presented a general synthesis procedure capable

of coupling structural components which are presented by either modal

or physical coordinates. The method relies on forming transformation

matrices relating the component coordinates to those of the total sys-

tem. As stated by Berman, the mathematical basis of the method is
9 32

closely related to that of Hurty , Przemienieki , and others. Efforts

towards developing general coupling methods of substructures which are

described by physical or modal coordinates have also been reported by

Herting and Hoesly 31 within the frame work of NASTRAN.

The structures in most of the references cited above are assumed

to be undamped. In a few cases, proportional damping was included in
32the analysis . Limited efforts have been directed in recent years

towards incorporating more general forms of damping in appropriate

synthesis techniques. Hasselman and Kaplan33 extended the fixed-inter-

face modal synthesis formulation of Craig and Bampton to accomodate

complex modes and eigenvalues. However, as was pointed out in reference 31,
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the effects of left-hand eigenvalues occurring with nonsymmetric matrices

were omitted in the development of the complex mode synthesis. Glasgow

and Nelson 34 observed that the formulations of Hasselman and Kaplan also

did not include consideration of the components constraint modes which

are used in the Hurty type approach. They proceeded to further develop

the complex modal synthesis to include the component constrain modes,

thus allowing the full transformation incorporated in the fixed-interface

mode method. In a recent paper, Dowell35 presented a study with the

objective of demonstrating the potential for extending the component

mode synthesis techniques utilizing Lagrange multipliers to the analysis

of nonconservative and nonlinear systems.

Almost all of the studies cited above were primarily concerned with

the use of subsystem techniques in the analytical determination of modes

and frequencies of structures. Correlation with test procedures was

briefly discussed in a few of these references. The synthesis tech-

niques developed pre-suppose the knowledge of the necessary component
27

parameters. Limited studies , however, explored the use of experimen-

tal test data as input to the synthesis procedure.

Klosterman 36 reported on a comprehensive study of the experimental

determination of modal characteristics of substructures and their use

in synthesizing those of the total structure. Based on the results of
37

that study, Klosterman presented two different methods of synthesis.

One method, which resembles that of Bamford, was called "component mode

synthesis". The other method, labelled "general impedance method",

makes use of transfer functions of the substructures. In two subsequent

publications, Klosterman, et al. 38 ,39 presented a synthesis procedure

which is particularly suited to the analysis of two structural components
where one component is represented by its experimentally determined

modal parameters and the other by a finite element model.

Despite the limited efforts which have been devoted to the develop-

ment of experimentally compatible synthesis techniques, complete

correlation between test and analysis is far from being achieved. The

presence of general damping mechanisms is obviously one of the compli-

cating factors. Limited studies, however, have been reported on the

development of experimentally based damping synthesis procedures.

Kana and Huzar4 0 developed a semi-empirical energy approach for
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determining the damping of a space shuttle model in terms of damping

measurements performed on the separate components and described by the

total dissipative energy. Due to lack of resolution in the energy

approach, Kana and Huzar proposed grouping of the structural modes so

as to form several energy curves for a given substructur . A readily

recognized shortcoming in that scheme is the need for a judgement on
41

the grouping of the modes. Hasselman utilized the more familiar

modal matrix formulation in developing a perturbation technique to des-
42

cribe component damping. Hasselman also discussed the implications

of basing the damping synthesis on fixed-interface, free-interface or

mass loaded-interface component mode methods.

Recently, Je7equel43 discussed the relationship of some of the

reported modal synthesis techniques to test procedures. He then pro-

posed a Ritz-Galerkin based method in which fixed-interface modes,

complemented by mass loaded-interface component modes were used for

the synthesis. The method was applied to a system of elastic plates

to demonstrate synthesizing of the system's damping from substructure

test data.

IV. DESCRIPTION OF BASIC MODAL SYNTHESIS PROCEDURES

Consider the components (substructures) of a structural system

which are connected to each other at the junction (interface) points

as shown in Figure I below. , -

fy-s

p \

6t I

f)

AB

Figure 1. STRUCTURAL SYSTEM ABC.

56-12

A



The equations of motion for any of the substructures when execu-

ting undamped free vibration while being connected to other substructures

may be written in the matrix form

or in the partitioned form, using the notation of reference 24, as

where Xjl represents the junction physical coordinates of the interface

points andiXIdenotes those interior to the substructure. The forces

Sf') contains forces at junction points of the connected (coupled) sub-
pint

structure. In what follows, the fixed-interface component modes method

of Hurty, as modified by Craig and Bampton, and the free-interface
15 16 20

mode methods of Hou , MacNeal , and Rubin are described. The expo-

sition of the methods closely parallel those of References 19 and 24.

(a) Fixed-Interface Component Mode Synthesis

In this procedure, the displacement of any point within a struc-

ture is defined by superimposing the displacement relative to the
substructure interfaces on that produced by displacing the interface

connections. This may be experssed as

SI XjI=IXI- C (3)

where IXlis a set of displacements relative to fixed interface con-

nections andixciis a set of displacements produced by motion of the

interface connections. The displacementsjXS,,are defined in terms of

the normal mode shapes of the substructure with all interface degrees

of freedom fixed so that

I XM Wt]}I (4)

The column vectors of[O. are the mode shapes of the free vibration of

the substructures with its interfaces fixed (i.e., the solution of the

equations in the upper partition of equation (2) with Ix j 1O), and 1P.1

is a vector of generalized displacements.

The displacements Iclcan be obtained from the static force-

displacement equations for the substructure. This is achieved by
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dropping the inertia terms from equation (2) yielding

(5)

The displacements ix would produce displacements of the interior

points, as given by the upper partition of equation (5), orXC -Ptd -1 -Ms f = [1,<his (6)

where L;, [ - [K'] (7)

The transformation matrix [PcI is called the "constraint mode" matrix,

where it may be noted that the procedure employed to obtain this matrix
44

is equivalent to applying a Guyan reduction to all interior coordi-

nates. Using equations (3), (4), and (6), the motion of the substructure

can be expressed, replacing XI by ?IL ,as

cc, I .r PC, .(8)

or [ 4] I P (9)

The equations of motion (1) of the connected substructure may be

transformed to the new generalized coordinates IPIs

-+ M ji(10)

where [T] [LIP']4] (11)

and [tf = L I F~ (13)

The null partitions of[ ] is a consequence of the relations given by

equation (7).

To illustrate the procedure of modal synthesis utilized in this

method, the structure is assumed to consist of only two substructures,

A and B. Following the development utilized by Craig and Chang 4
, the
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total set of the generalized coordinates of the assembled structure is

w r i t t e n a s j q j ( 4)

wherejt,'i contains all of the retained normal modes of the substruc-

tures and 141 is a set of all junction coordinates. The substructure

coordinates are related to those of the structure by transformation

matricesiL which identify substructure coordinates with those of

the structure. This relation may be written in the form

'i Li 0 0 q;

P.L q;' (15)

Utilizing equation (15), the system matrices may be formed using

an appropriate assembly procedure to yield the system equations in the

form

[rv1{L? ~ J~L~(16)

I or, in absence of any external forces, in the partitioned form as

fk1f* 0 17)o --- ,, ;i. -_ '. . * L - °-~ "

~A~A jif MJA~ii 0 0 j~uti £.
The eigenvalue problem associated with the above equations of motion

may then be solved for the natural frequencies and mode shapes of the

assembled structure.

(b) Free-Interface Component Mode Synthesis

The free, undamped vibration of any of the uncoupled (not connected)

substructures is described by equation (1), with their right hand side

set to zero. The associated modal matrix may be employed to transform

the equation of free vibration of the connected substructure to the

form 0

P" [IJ .+ jJ PSI (18)

whereI P1 are the generalized coordinates, so that 1+11 P1
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=10T

and ['[1 =h-

where -A is the natural frequency of the uncoupled substructure. The

matrix is the partition of the modal matrix associated with the

junction (interface) coordinates.

It should be noted that a truncated set of modes and associated

frequencies are usually utilized so that equation (18) is written in

terms of a reduced number of generalized coordinates and parameters.

Following the development of substructure coupling as presented
19

Oy Goldenberg and Shapiro , the equations of motion of the two

uncoupled substructures A and B are first assembled in the partitioned

form

+~_J YT (~LJ ~,19)

where (20)

To obtain the equations of motion for the coupled system, dis-

placement compatibility at the interfaces of the two substructures has

to be enforced. The compatibility conditions are

Ix~ )(S, I j J O (21)

or, in terms of the generalized coordinates

[r[+ AlI 0 (22)

or Lt]s3Fl 101 (23)

Equation (22) represents constraint conditions involving the general-

ized coordinates of the two substructures. To obtain a set of

independent coordinates for the system, the matrices of equation (22)

are arbitrarily partitioned as
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. I ] (24)

where S denotes a square, non-singular partition of[O J', and r

denotes the remaining partition. This implies that the total number

of the retained modes of the two substructures is greater than the

number of interface coordinates. Solving for IP5 results in the

following transformation, where V'lare the independent system

coordinates, 1 -1

F~i T]P (25)
Use of the above transformation in conjunction with (19) yields

the equations of motion for the assembled structure as

P1 1 1 []S o[r' JtJ1O 3 J (26)

where it is noted (as proved in reference 19) that the right hand side

vanishes. This is a conseauence of the fact that the interface forces

are internal forces to the assembled structure. Equation (26) yields

the natural frequencies and mode shapes - J of the total structure in

terms of the generalized coordinates of the structure. The system

modal shapes expressed in terms of the physical coordinates may be

readily shown to take the form

The method proposed by MacNeal to account for the residual affects

of the deleted modes in the above procedure is outlined next, using a
24

slightly different formulation from that of Craig and Bampton

The modal matrix 41 associated with the free vibration of an un-
connected substructure can be expressed as

_'.X (27)

where K and a stand for kept and approximated, respectively. If

the assembled structure is executing harmonic oscillation in one of its
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natural modes with frequency W , the forces at the interface Ify'lwill

also be harmonic and of the same frequency. Using equation (18), the

resulting response of a connected substructure acting within the system

may be written as

t.. I (28)

where a bar over a symbol indicates the magnitude. The amplitudes of

the physical coordinates can be related to those of the generalized

coordinates

Olt (29)

For the substructure modes in which -1"'I) W , a static approxima-

tion of these modes may be achieved as follows. Eliminating the inertia

terms from equation (1) results in

(9)

[k11X~ =(30)

or [(31)

twhere[n] is the flexibility matrix and the superscript S denotes a

static approximation to the response. The pseudo-static response may

be written in a form analogous to (29) as

a - S) (32)

Substitution of (32) into (30), premultiplying the resulting equations

by [1091 and making use of orthogonality of the modes, yields

Use of equations (31), (32), and (33) yields

where [ (35)

and l[ CO r li , (36)
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For a coupled substructure, the following equations are used for

the synthesis

T

[cP.] (37)

,, .. I

where, as before, j stands for junction coordinates and[L4,,is the

residual flexibility at j.nction coordinates and is formed from the

appropriate columns of& . For coupling with another substructure,

the following compatibility conditions must be enforced between the two

substructures

$ ,Kj =

where A and 6 denote the two substructures.

Utilizing equations (37) and (38) for each of substructures A

and 9 together with the compatability conditions, one obtains the

eizenvalue problem for determining the modes and frequencies W. of the

coupled structure. An illustration for using this method is included

in Appendix A.

A further refinement of the method presented above was proposed by
20

Rubin . As before, if the system is vibrating in one of its normal

modes with frequency W) , the response of the substructure acting with-

in the system may be obtained from (2) as

The refinement of Rubin was achieved by substituting for the pseudo-
(S)

static response I n the right hand side of the above equation and

solving for il on the left hand side. After considerable manipulation,

Rubin arrived at equations analogous to those of (38) as

f [OKoI i [ '4t'
where r4 1= [ PI5- 1

where [CHI

56-19



The above approximation results in higher accuracy for a given

number of substructurp modes but requires considerable computation,

involving inversion of large numbers of matrices.

It should be noted that the above methods of MacNeal and Rubin

are presented for substructures restrained against any rigid body motion.

The formulation involving unrestrained substructures may be found in

References 16, 20 and 24.

V. Relationship to Test Procedures

Compatibility of a synthesis method with practical test procedures

requires that the method be formulated so that test data may be used,

directly or indirectly, to form or verify the synthesis. The data re-

quired for most of the synthesis techniques includes modal properties

of the different components obtained with the components' interfaces,

either free, fixed, or with some of the interface points free and some

fixed. However, since any of these support conditions at the interfaces

will not be those occuring when the component is acting within the struc-

tural system, information in addition to those of the modal characteristics

are usually needed for better representation of the components. The
nature of the additional information depends on the synthesis technique

used and is usually the source of problems which arise when attempting

to utilize the technique in conjunction with a test procedure.

In fixed-interface component synthesis methods, such as that of
9 13 43

Hurty , Craig and Bampton or Jezequel , use is made of component

normal modes obtained with its interfaces clamped. Since clamping causes

local deformations of the component parts near the interfaces, fewer num-

ber of the lower normal modes can be used for accurate representation of

the component.

Determination of only a few of the lower modes is clearly a desirable

feature in standard modal survey tests. However, clamping of the compo-

nent interfaces may be difficult or cumbersome to use, particularly when

substructures of large dimensions or with large numbers of interface

points are involved. Also, synthesis techniques of the above type re-

quire knowledge of the so-called "constant modes." One scheme for

determining these modes (suggested by the form of equation (5)) would

be to apply a unit displacement at each of the interfaces, one at a time,

while holding all of the others fixed and record the displacements at the
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components' interior degrees of freedom. Another scheme would be to

determine the stiffness matrices of analytical models of the components

in conjunction with a reliable, experimentally-based system identification

technique (yet to be found). The constraint modes would then be determined

from equation (7).

Experimental determination of the static constraint modes is obvious-

ly another handicap of the above synthesis techniques. Nevertheless,

with components of small dimensions and few interface degrees of freedom,

the above problems might be tolerated.

The free-interface component techniques, such as that due to Hou,

employ normal modes of the components with their interfaces free. This

eliminates the experimental difficulties associated with clamping. In

many applications, however, a large number of free-interface modes has

to be used to adequately represent local deformation near the interfaces

of the connected substructures. The number of modes employed would, of

course, depend on the type of substructures.

An elementary two degrees of freedom model, whose parameters are

carefully selected, is utilized in Appendix A to demonstrate the effect

of component mode truncation on the calculated system frequencies using

Hou's method. The model may be considered as a very crude representation

for an aircraft wing with a rigid store attached to it Lhrough a rela-

tively flexible pylon. As would be expected, the results show a large

error in the calculated frequency. This is due to the fact that the

free-interface lower mode of substructure A utilized in the synthesis

does'not contain any significant information about the local deformation

near the interface. The effect of local deformation could have been

accounted for if a properly selected mass was attached to the interface

of the substructure when determining the first mode. This type of inter-
19face loading proposed by Goldenberg and Shapiro , however, poses the

problems of selecting appropriate values for the masses and of attaching

them to the substructures.

The residual flexibility technique proposed by MacNeal16 to compen-

sate for the effects of mode truncation does not require any substructure

interface loading or much extra testing. However, experimental deter-

mination of the residual flexibility coefficients may pose other problems

related to errors resulting from the subtraction of usually very small
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numbers (see equation 35). Nevertheless, MacNeal's method and, more

generally, methods utilizing attachment modes to complement free-inter-

face component modes, appear to hold the highest promise for development

of sound, experimentally-based, modal synthesis techniques. Efforts

toward the development of MacNeal's method, for example, would be direc-

ted toward examination of the sensitivity of the residual flexibility

coefficients. Alternatively, in cases where approximate representation

of local flexibility may suffice, techniques could be developed to pro-

duce the same compensating effects of residual flexibility. This is

demonstrated in Appendix A by replacing the residual flexibility at the

interface of substructure A by the local flexibility. The resulting

system frequency is seen to be comparable to that determined by accoun-

ting for the residual flexibility of the total substructure.

VI. DAMPING SYNTHESIS AND PARAMETER IDENTIFICATION

The presence of damping might be significant in determining the

coupled response of substructures in many structural applications. It

was shown in reference (41) that allowing for representation of a general

form of damping for substructures is essential for obtaining meaningful

results through synthesis. This may be true even if representation by

a special form of damping (such as that of proportional damping) for

the substructure would suffice in describing the dynamic behavior of

the uncoupled substructure. This points to the need for developing re-

liable experimentally-based parameter identification techniques and for

extending the capability of some of the more promising synthesis methods

to account for the presence of damping.

A possible approach for extending the synthesis techniques is

through the use of complex modal parameters in the synthesis formula-

tion, as is done in References 33 and 34 in conjunction with the fixed-

interface component mode method of Hurty. An additional handicap of

the fixed-interface methods which becomes apparent at this point is

that it would be impossible to determine the damping effects associated

with the static constraint modes.

To demonstrate the feasibility of complex modal formulation in con-

junction with free-interface component mode methods, an extension of Hou's

method is briefly outlined in what follows.
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The equations of motion of a coupled substructure may be written

as

where[C1 is a general, symmetric damping matrix. The above equation,

written in state vector form, becomes

[ [0'J -111 +~ v = g (40)[0] [in] + t[0 ICJ

The equations of motion for two uncoupled substructures I and II

may be written in the partitioned form

[r JI o ~ ~ ~:~0 (42)

The space vectors for the two substructures may be written in

terms of the right-hand complex modal matrix[ Li] associated with the

free vibration of each of the substructures as follows-6- r [[l °)t
Substitution from (43) into (42) and pre-multiplication by the

matrix formed from the left-hand complex modal matrices of the two

substructures, yields

0

0 _0

where for each of the substructures
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(46)

The compatibility conditions may be expressed as

which, upon using equation (43), take the form

[ i !{ l 1 (48)

IL il
In an analogous fashion to the development presented earlier,

with real normal modes, it can be shown that the generalized coordinates

of the two substructures may be experssed in terms of those of the

system such that

-&* n-12 (49)

where, as before, [jl is an arbitrary square partition of [LJ]. Utili-

zing the above transformaion in conjunction with equation (44) yields

the equations of motion of the coupled system in the form

[Aj1~ [Il K ) 0 (50)

Similar procedures such as that employed above may be utilized for

extension of the methods of MacNeal and Rubin. Rubin's method appears

to be more of a necessity rather than a refinement when damping is con-

sidered since dissipative effects could be accounted for through the

residual flexibility formulation. Research efforts directed toward

assessing the merits of extended versions of the above two methods may

prove beneficial.

In conjunction with studies of complex mode synthesis procedures,

appropriate system identification techniques should also be sought.

Several promising identification methods are being developed45'46
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VII. RECOMMENDATIONS

Conclusions

The following conclusions are based on this study and on results,

not reported here, obtained during the course of the study:

(1) Synthesis techniques with the best potential for achieving complete

compatibility with test procedures are those utilizing an appropriate

set of attachment modes.

(2) Damping should be completely represented in the analytical models

of the substructures in order to arrive at meaningful results for the

assembled structure.

(3) In some applications, representation of the residual flexibility

at the interfaces of a substructure may be replaced by the local

flexibility near the interfaces. The local flexibility may be deter-

mined by means of an appropriate system identification technique. This

might lead to better synthesis accuracy than that obtained using experi-

mentally determined residual flexibility based on the characteristics

of the total substructure.

Future research efforts

Considerable research efforts are needed toward the development of

experimentally compatible synthesis techniques which would be particu-

larly effective in applications of relevance to the Air Force.

In what follows, specific studies to be carried out towards achie-

ving the above goal are briefly outlined.

(1) To develop experimental procedures for the determination of the

additional information utilized in conjunction with free-interface

component mode synthesis techniques. In particular, a study of the

sensitivity of MacNeal's residual flexibility coefficients to

measurement errors would be beneficial.

(2) To extend the capability of free-interface mode methods to the

analysis of damped structures. This may be achieved by extending the

synthesis formulations to allow the use of complex modal parameters

for the substructures. Special attention would be payed to unrestrained

substructures.

(3) To apply the methods developed in (2) to the analysis of structural

systems of sufficient generality to demonstrate the applicability of the

method to real structures.
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APPENDIX A

Consider a simple model of a system, shown in Fig. 2(a), to be

assembled from the two components, A and B, shown in Fig. 2(b). The

unity assigned to the mass and stiffness values are arbitrary.

X, 3

I- itoo~ j.oool iooooo f1

m! - 5 Vn2Z 10 Mn,A.%5  M Z o.t 1 
:

A B

Figure 2(a). The assembled system. Figure 2(b). Components A and B.

Modal parameters of the system:

The two natural frequencies and mode shapes of free vibration are

W, = 51.8 rad/sec, ' ,

L=193.2 rad/sec, 1(2) 1-.3681

Modal parameters of component A

99 rad/sec, (l) .

-z -010.1 rad/sec, I'P 2 )
= 1-49.51

The generalized mass and stiffness matrices of component A,

based on the modal shapes given above, are

M [. 1 [0010 0 1
1 250.] . 0 255125503]

In what follows, the natural frequencies and modal shapes of the

structure are obtained using two of the free-interface synthesis

techniques described in this report.

Synthesis using Hou's method

Utilizing a single mode to represent component A, the equations

of the assembled system may be written as (see equation 19)

0+ 20 :j]1 j 11o fZA (A)
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in which f2A =-f 38 and where

X 2 1.01 0(A2)

The compatibility condition is X 2 - ff3 0, which yields the

following upon using (A2)

[1.01 =

leading to the transformation

P =l
,  L.IO pIA (A3)

Substitution from (A3) into (Al), premultiplying by (1 1.01),

gives

15.2 + 50010 P 1A= 0

This yields for the lowest natural frequency of the system
(0) = 57.4 rad/sec, (A4)

where the associated mode shape of the system is obviously fixed by the
ration PIA: X 2 = X I: X 2 = 1: 1.01.

Synthesis Using MacNeal's Method

Utilizing only the first normal mode, the motion of component A may

be written, using equation (28), as

(- L2 5.1 + 50 OO) PA = 1.01 f2 (A5)

The residual flexibility matrix of the component is calculated from

equations (35), using (36), to give _j

[X(FI [150,000 -100,000 i1ri 3( 1.01)
L-1OO,OOO 100,00 0 50010

f [0.00002 0.000021 [0.00002 0.00002021

0.00002 0.000031 10.0000202 0.00002039]

if [ 0 -2 x 1O-7

or [&(A6)
"or G] -2 x 10-  0.961 x 0-  (M)

so that at the interface,

0.961 x 10-5  (A7)
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Utilizing equation (37), the approximated displacement amplitude

at the interface is then given by

= 1.01 P + 0.961 x 10 - S FA (A8)

The response amplitude of component B is

-9.9w 2 )3 = -13 (A9)

The compatibility conditionstake the form

fA38 an 2 ='3 (AlO)

Use of equations (A5), (A8), (A9) and (AlO) yields the eigenvalue

problem of the system as

[30625 o269-10626 10522 i2 0 W (A

Solution of equation (All) results in the two system frequencies

W 1 = 51.8 rad/sec and W)2 = 196.1 rad/sec

where it may be observed that the magnitude of the first natural fre-

Squency is that of the exact value. Using equation (All) above, the

mode shapes are calculated to be (recalling that PA CI ),

1.3551 and , which are also very close to the exact

values.

It should be noted that the above formulation would obviously yield

the same results as those obtained using Hou's method if the residual

term was not included in equation (A8).

If the residual flexibility term in equation (A8) is replace by

the local flexibility at the interface, or
(f5
2ZA = 10 -

the procedure outlined above will yield the following values for the

natural frequencies of the system;L I = 51.6 rad/sec and )2  193 and

corresponding mode shapes of and
1.37 -0.37
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AN APPLICATION OF GERT(GRAPHICAL EVALUATION AND REVIEW TECHNIQUE) TO AIR FORCE

SYSTEMS DEVELOPMENT PLANNING

by

Dr. John C. Papageorgiou

ABSTRACT

Gantt charting is currently being used for planning the development of the

different Air Force systems in association with established deadlines for

reaching certain milestones. Given the complexity of the projects and the

inherent uncertainty regarding their outcome, the GERT network modeling tech-

nique was tried as an alternativ( for their systematic planning and control.

GERT is an improvement over PERTinallowing looping and probabilistic branch-

ing among its other features.

The Assault Breaker program was chosen as a case study and it was broken

down into approximately five hundred activities. Taking into account the pre-

cedence relationship of the activities, the GERT network was constructed.

Then, the parametersof the activity time distributions were estimated together

with the activity realization probabilities and the network was simulated using

a prewritten simulation software package.

The results of the simulation such as probabilities and time probability

distributions for the realization of different events in the network or dif-

ferent paths of it and other kinds of statistics are considered valuable for

planning and control. The benefits also derived from drawing the network were

significant as people had to think and agree on a particular structure of the

project and the interfacing of its component parts. Similar cost information

could also be derived but it was not considered important for this case study.
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I. INTRODUCTION

The Electronics Systems Division, Air Force Systems Command, has as a mission

to plan, acquire, manage and conduct technological development (research,

exploratory, advanced and engineering) for command, control, communications

and intelligence systems (C 31). It is divided into a number of deputies, one

of which is the Deputy for Development Plans, coded as ESD/XR. This deputy

is responsible for development planning and more specifically mission area

analysis, C 31 architecture, interoperability planning, investment strategy,

technology guidance, and system acquisition planning. It is subdivided into

four directorates: Technological and Functional Area Planning; Strategic

Planning; Tactical Planning; and Communications Planning.

Planning is carried out through the recently introduced VANGUARD plan-

ning system. Its objective is to analyze available capabilities; compare them

with what is required; synthesize programs to make up the difference; and pro-

vide a means for integrating these programs into a cohesive and meaningful

whole which is tied to the real world of equipment and operations.

To this end, seven master mission areas have been identified: Strategic

offense; strategic defense; air-to-surface; counterair; reconnaisance;

command, control, communications (C 3); and mobility. These mission areas are

analyzed along with a consideration of functional areas and major force elements

to achieve integration in the planning process. As a result, about forty plans

have been identified. Most of them are mission area plans and the rest are

functional or force element plans. An office of primary responsibility has

been assigned to each of these plans.

From a consideration of national goals and security objectives, military

missions are identified within a plan and they are further broken down into

functions and tasks. Comparisons are then made with current forces, they are

assessed against current and future needs, deficiencies are identified, and

prioritized goals are established. As a result, alternatives are proposed

for correcting the identified deficiencies.

The system acquisition process, which aims at the satisfaction of identi-

fied mission needs, is divided into four major phases demarcated by respective

major decision points called milestones. They are as follows:

li"lestore I - Demonstration and Validation. A mission need, as documented in
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the Mission Element Need Statement (MENS), is determined to be essential, it

is reconciled with other Department of Defense capabilities, and it is approved

by the Secretary of Defense. Following this approval, technological solutions

are proposed and developed; technological, military and economic bases for

acquisition are established; a program manager is designated; and competing

contractor efforts are started and brought to the point when approval is re-

quired for a hardware and software demonstration and validation of both tech-

nological and economic considerations of one or more proposed system concepts.

Milestone I - Demonstration and Validation. The recommendations developed

in the previous phase and documented in the so called Decision Coordination

Paper (DCP) are reviewed by the Defense System Acquistion Review Council (DSARC),

and the Secretary of Defense approves one or more selected alternatives for

competitive demonstration and validation. Following this approval, the approved

concepts are developed into hardware and software for testing; field demonstra-

tions take place; and studies are carried out towards improving and advancing

the system performance definition and cost/schedule data.

Milestone II - Full-Scale Engineering Development. The recommendations for

full scale engineering development, based on the outcome of the demonstration

and validation phase and documented in an updated Decision Coordination Paper,

are reviewed by the Defense System Acquisition Review Council. The Secretary

of Defense will then approve the full-scale engineering development of one

of the alternative systems. This approval will include procurement of long

lead production items and also limited production for operational test and

evaluation.

It should be noted that the task of the Deputy for Development Plans,

Electronics Systems Division, ends at this point with the recommendation for

production and deployment of the system, incorporated in an updated Decision

Coordination Paper.

Milestone III - Production and Deployment. The recommendation for production

at a certain rate and deployment to the using agency, based on the outcome

of the operational test and evaluation and documented in an updated Decision

Coordination Paper, is reviewed by the Defense System Acquisition Review Council

and approved by the Secretary of Defense.

II. OBJECTIVES

The Deputy for Development Plans is currently involved with the develop-
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mert planning of a number of programs ranging from programs that they are just

being conceived to such that are going through their full scale engineering

development (FSED) stage. Each of these programs consists of hundreds of activi-

ties that have to be completed with a certain precedence relationship among

them. Because of the nature of the planned systems there is some uncertainty

associated with the different activities regarding their realization and their

outcome if they are performed. A number of reasons contribute to frequent

revisions of the conceptual and mechanical configuration of the planned systems

which cause revisions of the number and type of activities that have to be

performed as well as their precedence relationship. As a result, the planning

process becomes very complex. At the same time, however, good planning is

absolutely necessary, given the fact that technology advances exponentially,

the world scenario changes very fast, and that a delay in the production of

a system may render it outdated by the time it reaches the user.

A systematic and scientific planning approach is therefore necessary to

help the managers of these programs with their planning task. Operations

research has made significant contributions during the last three decades in

helping managers in industry, business, government and the military with their

planning problems. It was therefore, the objective of this project to intro-

duce operations research and more specifically the network planning approach

called Graphical Evaluation and Review Technique (GERT) into the planning

process of Air Force Systems. The limited time available did not allow for

the actual and realistic planning of any of these systems. It was possible

however to show through a case study the usefulness of the approach, the way

it can be applied and implemented, and to create an interest on behalf of the

staff involved to look into approaches different than the ones already used.

III. THE GERT APPROACH

Application of network analysis to the planning and control of large projects

started in the late 1950's with the development of PERT and CPM. Today these

methods are being applied in all kinds of organizations throughout the world

and they are among the most well known and commonly used operations research

approaches. They have found applications particularly in the planning and

control of construction and research and development projects; A very brief

review of PERT follows:

A project is broken down into detailed tasks and their precedence relation-
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ship is determined. They are then represented by a network consisting of nodes,

standing for the events, and directed branches, standing for the activities.

The events represent significant accomplishments at recognizable points

in time and they can be thought of as significant "milestones" in a project. They

signal the start and completion of one or more activities. An activity repre-

sents the actual performance of a task and consumes time and resources. Acti-

vity times are of primary interest and they are usually represented by the

Beta distribution with estimates for the most likely, optimistic and pessimistic

times. On the basis of this information earliest expected times, latest allow-

able expected times and slack times can be computed for each activity and event.

Thus schedules are made and probabilities of meeting these schedules are com-

puted. Finally a detailed scheduling of the activities takes place with speci-

fic start and completion times, taking into account the limited resources

available and the duration and criticality of the specific activities.

Although PERT has been applied extensively, it has a number of limitations

that render it inflexible in modeling complex projects such as research and

development and other complex planning projects. Its basic limitations are [1]:

1. Every activity must be completed in order for the network to be realized.

2. Every activity leading to a node must be completed in order for the node

to be realized.

3. Each node can be realized once only; looping is not allowed.

4. The activity times can be represented by a constant or the Beta distribu-

tion only.

5. There is only sink node (terminal event) representing completion of the

project.

6. The critical path is the longest path on the basis of expected activity

times which may not materialize.

Because of these limitations, more flexible networking approaches have

been developed and GERT is one of them. It possesses none of the above limi-

tations of PERT and it has found numerous applications particularly in the

planning of research and development projects (see Bibliography). It is char-

acterized by the following improvements over PERT [21.

1. An activity has associated with it a probability that it will be selected,

ranging from zero to one. The nodes are, therefore, constructed different-

ly to denote their nature as deterministic or probabilistic; Figure 1

gives examples of the output side of a node in which Node 12 is determin-

istic and all activities emanating from it start when the node is released;
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Node 20 is probabilistic and one only of the activities emanating from

it will be selected according to the given probabilities.

Figure 1. Examples of Deterministic and Probabilistic Output Sides of

Nodes.

2. The realization of a node may be specified to occur upon the realization of

one or more of the activities leading to it, it may be realized one or

more times, and the first time it is realized the number of activities

to be completed may be different from subsequent repeats. Examples of

possible input sides of a node are given in Figure 2. Figure 3 gives examples

of both sides of a node.

Input Side of Node MEANING

Three incident activity completions are needed to

release the node the first time and two such comple-

tions any subsequent time. Multiple completions of

the same activity count as separate completions.

Like in the previous case but the completions must

be of different activities. Multiple completions

of the same activity count as one.

Like in the first case but all the other on-going

incident activities will be halted when the node is

released.

,Like in the second case, but all the other incident

activities will be halted when the node is released.

Figure 2. Examples of the Input Side of Nodes.
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NODE MEANING

Node 15 is deterministic and it will be

released the first time when any three

completions occur (MNL, MMN, NIM, MNN,

etc.). It cannot be released a second

N time. When released, both activities

X and Y can start.

X Like node 15 above, but subsequent releases

N 1are allowed when any two completions occur

(MN, ML, MN, MM, NN, or LL).

Node 17 is probabilistic. It will be re-

leased the first time only when all three

activities M, N, and L are completed. Sub-

X .7 sequent releases will occur when any two

of the three activities are completed (MN,

y M1v NL). When released, then either X can

start with a probability of 0.70 or Y with

probability of 0.30.

7 Like Node 17 above, but in subsequent

X completions the third activity is halted

.when the node is realized upon the comple-

tion of the two activities.

Figure 3. Examples of Nodes
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3. Looping is allowed as shown in Figure 4. It shows that there is

Q

Figure 4. Looping Example

a 0.20 chance that activity Q will be chosen upon realization of Node 14

which is incident to Node 13 and will cause activity N to be repeated.

More complex forms of looping are also allowed.

4. The network can have more than one source node.

5. The network can have more than one sink node (eg. success, failure, post-

ponement, etc. of a project).

6. Modifications of the network can be incorporated which take place upon

the completion of a certain activity for each one of them. Figure 5 shows

such a modification. It shows that as soon

I Figure 5. Example of Network Modification

as activity 1 is completed (indicated next to the dotted arrow), the output

side of Node 21 is replaced by the output side of Node 22.

7. The following types of probability distributions can be used to represent

activity times:

a) Constant; b) Normal; c) Uniform; d) Erlang; e) Lognormal; f) Poisson;

g) Beta; h) Ganmm; i) Beta fitted to three parameters (as in PERT).
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8. Cost can be assigned to each activity in terms of a fixed component and

a variable per unit of time component.

9. Statistics can be collected for designated nodes and the sink nodes on

time, cost, and activity counts for specified activities. For each of

these nodes information is provided regarding the mean, standard deviation,

minimum, maximum, number of observations, probability of realization, and

time and cost frequency distributions accompanied by their respective his-

tograms. The above statistics are generated through simulation of the

network using a prewritten software package called GERT IIIZ* and they can

be collected on the following alternatives:

Statistics Code

for Specific Node Description

F Time and cost statistics on first release

of the node

A Time and cost statistics on all releases

of the node

B Time and cost statistics on between releases

of the node

I Time and cost statistics on the interval

between a previous node designated as "mark

node" (M) and the node in question (I).

D Time and cost statistics on the delay from

the first incident activity completion for

a node to the release of the node.

*The program has been developed by Pritsker and Associates, Inc., P.O. Box 2413,

West Lafayette, Indiana 47906. It is written in FORTRAN IV and can be operated

using any FOflTRAN compiler.

57-11



IV. SELECTION OF THE PROGRAM FOR APPLYING GERT

As it was mentioned above, the Deputy for Development Plans is engaged in a

number of programs of which some are more complicated than others. As they usually

last ten, fifteen, or even more years, they are characterized by considerable

uncertainty regarding the possible turns of events, the time and cost for reaching

the different milestones, and the establishment of schedules. It was judged

that GERT would prove useful in helping the program directors with their planning

tasks.

Any of the programs would be a good candidate for applying GERT. For the

application to be successful, however, it was considered critical that the pro-

gram director had some understanding of the approach and that he was willing

to try it and devote the necessary time and resources. The approach was there-

fore explained to the staff through both a written document and a number of

oral presentations. As a result, two program directors expressed their interest

in trying it. One of them, however, was not able to devote the necessary time

due to other on-going activities and commitments. It therefore left one candi-

date for further analysis, namely the Assault Breaker program.

V. THE ASSAULT BREAKER PROGRAM

The Assault Breaker program [3] is a joint project between the Air Force

and the Army and aims at the fulfillment of the goal of developing systems that

could detect, locate, and strike enemy armor at ranges well beyond the forward

edge of the battle area. Its concept includes a surveillance-strike system

consisting of an airborne radar to sense second echelon armor and then guide

an aircraft and/or air-to-surface missiles against that armor.

The objective of the Assault Breaker program is to plan Air Force partici-

pation in a series of field technology demonstrations and to accomplish the

development planning necessary to support a milestone II decision, i.e. poten-

tial follow-on Full Scale Engineering Development of the Ground Target Attack

Control System.

The Air Force has developed an airborne moving target indicator and syn-

thetic aperature radar (Pave Mover) capable of locating armor and guiding

munitions against the target. This is a segment of the Ground Target Attack

Control System which aims at an integrated force management capability to

manage and direct friendly forces against second echelon enemy forces. The

57-12



other segments include the ground target attack control element that aims at

real time operational control, weapon and target pairing, and aircraft and wea-

pon guidance, the integration and interface segment that aims at incorporating

this control center with existing and planned control and communications elements;

and the aircraft/weapons interface segment that aims at developing the hardware

that interface between the radar platform/aircraft and the weapons and direct

attack aircraft. The Air Force has also developed air-to-surface munitions

while the Army has developed a surface-to-surface missile which is interoperable

with the Pave Mover radar.

Complexity has been added to the Assault Breaker program by the fact that it

is an accelerated program and the different segments have not followed the normal

route of planning and development. For example, the radar and the control and

communications segments will meet their first official milestone at milestone II

without having gone through the approval decisions at milestones 0 and I.

Another complexity was mentioned above regarding the inter-agency character

of the program that requires integration, coordination and monitoring of the

different aspects of the program and all the activities of the participating

agencies.

VI. THE GERT NETWORK FOR THE ASSAULT BREAKER PROGRAM

As in any other case of network modeling, one of the major benefits derived

from the application of GERT is the fact that the people involved are forced

to organize their perceptions of the structure of the project and the interfacing

of the activities in a systematic way. This was particularly true in the case

of the Assault Breaker project. Although at the beginning the detailed structure

of the project was nebulous in the minds of the people involved, they were forced

through the networking process to think about it, clarify their perceptions,

cross-verify them, and arrive at some kind of a consensus. As a result, the

original draft of the network went through a number of revisions with each one

of them approaching closer the modeled reality. The final draft of the network

is presented in Figure 6 and it gives a good approximation of reality. It is

not possible here to discuss in detail the network but an explanation of some

of its features will help in better understanding it.
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A common feature of the network is the network modification used to indi-

cate that after a test and subsequent modification of a component, the chance

of further modifications of the component will be different than that before

the first modification. As a result, the picture represented in Figure 7 occurs

very frequently throughout the network. This says that after the test (activity a)

mf

Figure 7. A Common Feature of the Assault Breaker Network

there is a 0.40 chance that the component will have to be modified (activity b).

But if this happens, then the output side of node j is replaced by the output side

of node k, and after the test (activity a) is repeated, the chance that the com-

ponent will have to be modified again is 0.20 (activity d).
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Another part of the network that needs some explanation is that represented

in Figure 8. In addition to the network modification explained above, additional

Modlf

I jDemo

Figure 8. An Example Part of the Network with More Than One Modification

modifications are introduced in response to the outcome from a field demonstration

(activity 255) upon the Ground Target Attack Control System. Thus, as soon

as a report on a field demonstration is issued kactivity 255),the output side

of node i is replaced by node j. If this path is followed, upon its completion

(activity b) the network returns to its previous format (node j is replaced

by node i).

Following these explanations and the previous general discussion of the

GERT approach, the reader should be able to understand the network represented

in Figure 6.

VII. INPUT DATA ESTIMATION

Three kinds of data have to be estimated for each activity in order to

simulate the network: probability of selection, time and probably cost. As

there are approximately five hundred activities, few of which only are infor-
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mation transfer activities not involving time and cost, it would be impossible

within the time limitations of this study to systematically derive the most

suitable probability distribution for each activity and estimate with relative pre-

cision its parameters. It was also felt by the program director that cost es-

timates would not be of much interest at this stage of the analysis although

they would have been if the analysis had been done at an earlier stage.

A rough estimation process of activity probabilities and times was there-

fore judged adequate at this stage of the analysis in demonstrating the useful-

ness of the approach. The Beta distribution fitted to three parameters (as in

the case of PERT) was mainly used to represent the time distribution for each

activity, or a constant. The parameters of the distribution together with the

selection probability for each activity were roughly estimated. As parts of

the network had already been completed or contracted for completion with a

promised delivery date, a constant time was assigned to that part of the net-

work equal to the time still remaining until the completion deadline. The input

data is presented in Appendix I.

Appendix I consists of two parts. The first describes the activities and

the second gives the parameter values for the Beta distribution (most likely,

optimistic, pessimistic). Each activity is defired by a start and an end node
and a distribution type (lOfconstant time equal to the value given in the "para-
meter number" column; 9=Beta distribution whose parameters are given in the second

part of Appendix I for the particular parameter number). If a track is kept of

the number of times that particular activity was completed, then a "count type" is

associated with it. Finally a probability of selection is given for each activity.

As it was mentioned above, cost data were not employed at this stage of the analysis

and they are equal to zero in the respective columns.

VIK. SIMULATION RESULTS

In order to simulate the network we used the prewritten software package supplied

by Pritsker & Associates, Inc. after some modifications so that it would accomo-

date the particular size of our network. Although at the time of this writing

there are still some problems with the reporting of the results of the simula-

tion, the program has worked for all practical purposes. We sumulated the network

500 times on the MITRE Corporation IBM 370 computer and it took 4.8 minutes

CPU time. The statistics collected are given in Appendix II. Appendix II consists
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of two parts: In the first part, stauary statistics are given for the nodes

for which statistics were collected. If a node was never realized, like node

307, the message "no values recorded" is given. The same message is given for

the row in which cost data should be reported for each statistics node. The

information provided includes probability of realization of a node; mean, stan-

dard deviation, minimum and maximum values for time; number of observations;

and type of statistics collected. The count statistics refer to activity com-

pletions with a specific counter type with respect to releases of the particu-

lar node for which the specific statistics are collected.

As an example take the summary statistics for Node 186 (Program approved

for full scale engineering development). There is a .5320 chance that the pro-

gram will be approved for full scale engineering development (according to the

roughly estimated input data). As an average it will take 18.222 months. The

minimum observed completion time out of the 266 observations was 70.3394 months.

and the maximum was 205.4856 months. With respect to releases of Node 186, the

average number of activity completions with counter type I (Activities 276, 283,

290, and 304 according to the activity description data of Appendix I) is .4398

with standard deviation .7951, a minimum value of 0 and a maximum of 3.000.

Analagous is the interpretation of statistics for the other count types.

The second part of Appendix II gives the relative frequency and cumulative

relative frequency distributions of time for each of the statistics nodes together

with their respective histograms (*for relative frequencies and C for cumulative

relative frequencies). If the network had been simulated for a larger number

of times more smooth distributions would have been obtained for some of the nodes.

Although the results of the simulation are of limited usefulness due to

the fact that the input data are rough estimates, nevertheless they fullfill

the objective of the study in demonstrating the usefullness of the GERT approach

for planning purposes. The above statistics are not only useful at the stage

of initial planning but also at any other later stage for controlling the pro-

gram. For example if it has been scheduled to reach Node 186 by a specific date,

say March 31, 1982, that is 19 months from the date of the simulation, the proba-

bility of meeting this schedule according to the cumulative relative frequency

statistics for Node 186 (Appendix II) is zero (based on the input information).

This information would be extremely valuable to the program manager in designing

his future strategy.
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As it is obvious, the accuracy of these results depends on the accuracy

of the input data. This simulation was performed for demonstration purposes

only and therefore rough estimates of the input data were used. If the GERT

approach was to be adopted for actual planning, then more careful and precise

estimates should be made of the input data. Also sensitivity analysis should

be performed to judge the sensitivity of the results to the accuracy of the

input data and to establish ranges of statistics within which the program director

would base his actual planning.

IX. RECOMMENDATIONS

Operations research approaches have proved to be useful in solving problems

in business, industry, government, and the military. Network modeling techniques

like PERT/CPM have facilitated the planning and control of large projects and

they have become wellknown and popular in their use. However, due to some disad-

vantages they present in the modeling of complex projects, more flexible network

techniques like GERT have been developed during the last few years.

GERT was applied as a demonstration in the planning of the Assault Breaker

project, a cooperative effort between the Air Force and the Army, directed by

the Air Force. The network model was developed and, on the basis of rough esti-

mates of the relevant parameters, it was simulated using a prewritten software

package. The benefits derived from this analysis were significant. The network

development process itself helped the people involved with the project gain a

better understanding of its structure and the interfacing of its component parts.

The derived network can now serve as a basis for further refinements; briefings on

the project of new staff or any people that have an involvement with the project;

and further simulation for planning and control.

The simulation showed the value of the derived output that can prove extremely

helpful to the program director in planning the future course of the program,

estimating the possibility of meeting deadlines, and systematically documenting

proposed plans. Given the difficulties involved in estimating the values of

the input parameters, sensitivity analysis can be carried out to test the sensi-

tivity of the results to the accuracy of the data. Also, given the uncertainty

that surrounds such programs, experimentation can be carried out by modifying

the network and observing the effect of the modifications upon the plans.

The approach should not be viewed as a static tool used at the beginning
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of the planning process only but as a dynamic one used frequently as the project

progresses, new information is added, and perceptions about the project change.

By modifying the network and/or the data, the plans can be updated, the possibility

of meeting schedules can be reevaluated and appropriate corrective actions can

possibly be taken. It should be emphasized that it will still be the program

director who will be making plans and decisions but this systematic analysis will

help him do all this in a systematic way and on the basis of analysis rather than on

pure or educated guessing.

In view of the above benefits and usefulness of the GERT approach, it is

recommended that it is adopted as a regular approach throughout the Air Force,

the Army and the Navy, in planning major systems. It could also prove equally

useful in the planning or R & D projects.

More specifically, it is recommended that ESD/XR further refines the Assault

Breaker program GERT network and the estimates of the relevant input parameters

and uses the results to evaluate the feasibility of already established schedules.

It should then use the approach in programs that are at their conceptual stage

to prove its equal usefulness as an initial planning device. The general

adoption of the approach as a planning device throughout ESD/XR should be

preceded by a proper training of the staff on the approach itself, its capabil-

ities and the use of the results in planning and decision making. In spite of

the fact that expert advice should be used during the implementation of the ap-

proach it is absolutely necessary that the particular staffs involved are com-

pletely familiar with the approach.

Similar steps can be taken to introduce the approach throughout similar

agencies in the Air Force, Army and Navy. Other quantitative approaches should

also be considered in resolving other difficult problems like prioritization of

alternative projects and goals, and selection of the best alternatives in each

case. The world scenario has become so competitive and changeable, and tech-

nology advances at such a fast and exponential rate that systematic analytical

management techniques are deemed absolutely necessary. The Air Force, therefore,

as well as the other agencies, should consider introducing such approaches to

a larger extent than it has done so far.
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APPENDIX I
**ACTIVITY DESCRIPTION*_

START END PARAMETER DISTRIBUTION COUNT ACTIVITY PROSABILITY SETUP VARIABLE
t-NODE NODE NUMSER TYPE TYPE NUMBER COST COST

2 3 a 1
OsceusAt.u, 0 1 1.0000 0.0 0.0

2 6 0 10 0 2 1.0000 0.0 0.0
2 Y•0 1 0 3 ..... U0000 0. 0.0

2 12 0 10 0 13 1.0000 0.0 0.0
2 15 0 10 0 1' 1.0000 0.0 0.0"2 T8 u to- - 15 .. 0000 . 0.0 - 0.0
2 21 0 10 0 16 1:0000 0.0 0.0
2 24 0 tO 0 17 1.0000 0.0 0.0

3 4 0 10 0 4 1.0000 0.0 0.0
4 27 0 10 0 33 1.0000 0.0 0.0
4 3 0 10 0 5 0.0 0.0 0.0.5 -.27- 0 10 '0 ..... 34 1.0060.... 0.0 - 0.0
5 3 0 10 0 6 0.0 0.0 0.0
6 7 0 10 0 7 1.0000 0.0 0.0

7 T 0- 10 - OF- - 35 i;0000--- 0.0 - 6.0
7 6 0 10 0 8 0.0 0.0 0.0B 27 0 10 0 36 1.0000 0.0 0.0

10-0 9 . . . .O.
9 10 0 10 0 10 1.0000 0.0 0.0

10 27 0 10 0 37 1.0000 0.0 0.0 L/
1----- 0 10-- o-- - 0 .0.0 0.n - 0-o.0
11 27 0 10 0 38 1.0000 0.0 0.0
11 9 0 10 0 12 0.0 0.0 0.0

1-- ' ----------- 0 1 ----. 0000 0.0 o.0
13 28 0 10 0 39 1.0000 0.0 0.0
13 12 0 10 0 19 0.0 0.0 0.0

0 to- 1a 0 0 l- -- - o .. . . 0o
14 12 0 10 0 20 0.0 0.0 0.0
15 16 0 10 0 21 1.0no0 0.0 0.0F---1-&.. 2 ! o 0- o ~- I _O-oo .. 0 - 0.0

16 is 0 to 0 22 0.0 0.0 0.017 28 a 10 o 42 1.0000 0.0 0.0
17 13 0 10 - 2 0... 0.0 0.0
is 19 0 10 0 24 1.0000 0.0 0.0
19 28 0 10 0 43 1.0000 0.0 0.0
-9..18 0 1o-oO o;o-- b.o
20 28 0 10 0 44 1.0000 0.0 0.0
20 19 0 10 n 26 0.0 0.0 0.0--- "--T------Z 0I0 27 ... ' - - 1 * .. . . 0

22 28 0 10 0 45 1.0000 0.0 0.0
22 21 0 10 0 28 n.0 0.0 0.0

Z3 -2o6 1.600-- 0.0 - -0.0
23 21 0 10 0 29 0.0 0.0 0.0
24 25 0 10 0 30 1.0000 0.0 0.0

- 25 28 0 -16 -7 1.o0oo. 0.n --- 0.o
25 24 0 t0 0 31 0.0 0.0 0.0
26 28 0 10 0 48 1.0000 0.0 0.0

0 0.0-- - -0.G0 - -- 0.0 -
27 29 1 9 

-ST
7  

0 49 1.0000 0.0 0.0
29 32 6 9 n 53 1.0000 0.0 0.0

-----29... 30 Z 9-- -....... So 1.0000 .. . n . 0.0
30 29 3 9 0 51 0.7000 0.0 0.0
30 35 5 9 0 57 0.3000 0.0 0.0

62 .. S00--- 0.0 G.0
31 35 5 9 0 5 0.5000 0.0 0.0
32 33 7 9 0 54 1.0000 0.0 0.0

' - 32 9--- o - 0.7000- -- 00 0.0
33 35 5 9 0 59 0.3000 0.0 0.0
34 32 8 9 0 56 0.5000 0.0 0.0

S-603' 0 60 . 0r0 V..0 .. .o
35 36 1 9 0 61 1.0000 0.0 0.0
36 3T 9 9 0 62 1.0000 0.0 0.0

0-- 6 - ().7000- 0.0 o6.o37 56 iI 9 0 93 3.3000 0.0 0.0
38 36 10 9 0 64 0.5000 0.0 0.0 -
3S ... 6 * 11 A .- .50O0 .... ) -- oi 0.) 0.0
39 40 2 10 0 65 1.0000 0.0 0.039 43 0 10 0 66 1.0000 0.0 0.0
39 46 0 ......... 10 . 0 " h7 1.0000 0.4 0.0
39 49 0 10 0 6e i.00 0.) 0.0

41 t 10 0 i.0000 0.0 0.-



41 52 0 10 0 81 1.0000 0.0 0.0
41 40 0 10 0 70 0.0 0.0 0.0
42 52 0 to 0 62 - 1.0000 0.0 0.0

-'4..0z" 0 -0 . . ..... 0 - 71 0.0 0.0 - 0.0
43 44 0 to 0 72 1.0000 0.0 0.0
44 52 0 10 0 63 -1.0000 0.0 0.0
44 '--437 0 10 0 --- 73 0.0 . ... 0.0 0.0
45 52 0 10 0 64 1.0000 0.0 0.0
45 43 0 10 0 74 0.0 0.0 0.0
-46 47 0 10 0 175 1.0000 0.0 0.0
47 52 0 10 0 65 1.0000 0.0 0.0
47 46 0 10 0 76 0.0 0.0 0.0

-49-----52 0 10 0 86 1.0000 ...... 0.0 0.0
48 46 0 10 0 77 0.0 0.0 0.0
49 50 0 10 0 78 1.0000 0.0 0.0

----- so -sz----- o u .... 0000 . o 0 0 
i

50 49 0 10 0 79 0.0 0.0 0.0
51 52 0 10 0 88 1.0000 0.0 0.0
51 49 0 -10....... -. . 0.0 ... . 0.0
52 53 12 9 0 89 1.0000 0.0 0.0
53 54 13 9 0 90 1.0000 0.0 0.0
4 4 - 9 0-------91 0;7000 -- 0.0 0,0

54 56 15 9 0 95 0.3000 0.0 0.0
55 53 14 9 0 92 0.5000 0.0 0.0

-55 5 9 96 0.5000 0.0 0.0
56 57 16 9 0 97 1.0000 0.0 0.0
57 s8 17 9 0 98 1.0000 0.0 0.0

r571 99" 0 600 0.0 0.0
58 60 19 9 0 101 0.3000 0.0 0.0
59 57 18 9 0 100 0.5000 0.0 0.0
59 6 19- 102 0.5000- 0.0 0.0
60 61 20 9 0 140 1.0000 0.0 0.0
60 93 23 9 0 159 1.0000 0.0 0.0
61 &T 2l 0 14V 1.-00 0.0 0,0
61 63 22 9 0 142 1.0OO0 0.0 0.0
62 64 24 9 6 143 1.0000 0. 0.0 _ _

-- 63"-0 9 5 -- 149 1.0000 0.0 0.0
64 69 28 9 0 147 0.6000 0.0 0.0
64 62 25 9 0 144 0.3000 0.0 0.0
64--I89 27 9 0"- '.6 .10-0 0. 3 0.0
65 69 28 9 0 148 0.8000 0.0 0.0
65 62 26 9 0 145 0.20CO 0.0 O.O

6--'-72 9 0 13 0.600 0.0 0.0
66 63 31 9 0 15n 0.3000 0.0 0.0
66 63 33 9 0 154 0.1000 0.0 0.0
67 7 o-3--- 4 of "55 0.8000 0.0 0.0

67 63 31 9 0 152 0.2000 0.0 0.0
68 70 0 t0 0 157 1.0000 0.0 0.0
69 S 29 9 9 0 6 1..-0000 . . .0 . .0.0
70 88 35 9 0 158 1.000 0.0 0.0
72 73 6 10 0 121 1.0000 0.0 0.0
72 76.. 7 -'0 -- 16 0-- 125 . 1.0000 0.0. .. 0.0
72 79 0 10 0 129 1.0000 0.0 0.0
73 74 0 10 0 122 1.0000 0.0 0.0

--74 - l0 0 133 --. 0o0 0.0 0.0
74 73 0 10 0 123 N.O O.0 0.0
75 82 0 10 0 134 _ 1.0on 0.0 0.0
7 7 10 n f O.O 0.0 0.0 . . .
76 77 0 tO 0 126 1.0000 0.0 0.0
77 - 32 0 10 0 135 1.0000 0.0 o.n_
77 7O To o f2f 0.0 o.0 0.0
73 62 0 to n 136 1.0 OO 0.0 0.0
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79 80 0 10 0 130 1.0000 0.0 0.0
80 62 0 10 0 137 1.0000 0.0 0.0
80 79 0 10 0 131 0.0 0.0 0.0
.. 8..82 o 10 0 - 138- 1. 0000-- 0.0 ~- 0.0
81 79 0 10 0 132 0.0 0.0 0.0
82 83 39 9 0 139 1.0000 0.3 0.0
83- .t. 37 U -.. U . 203 1.0000- 0.0 - 0.0
93 84 40 9 0 160 • 1.000 0.6 0.0
84 85 41 9 4 161 1.0000 0.0 0.0
85-84- - 42 9- W9 .- 162 - 0.5000-- 0.0 - .o0
85 87 43 9 0 165 0.4000 0.0 0.0
85 190 44 9 0 164 0.1000 0.0 0.0
-6 of 4 0 166- - 0.6000-,....0.0 - --O_

86 84 42 9 0 163 0.4000 0.0 0.0
87 137 38 9 0 168 1.0000 0.0 0.0

6 8 5 u T67 " T.000 0.0 .0

88 89 0 10 0 255 l.O000 0.0 0.0
89 90 110 9 0 256 1.0000 0.0 0.0

-- 90 --- itv - ---- 510 --- 0000.-- O o
91 186 112 9 0 512 0.9000 0.0 0.0
91 185 112 9 0 511 0.1000 0.0 0.0
92- 93 - 46 v -9----1 - - U
93 94 47 9 0 170 0.5000 0.0 0.0
93 89 0 10 0 171 0.5000 0o0 0.0

-- 4- 108 48 7 u - -- T -- -- r.-UOO . ....(.0 -- - ---o.-
94 95 49 9 0 173 1.0000 0.0 0.0
94 98 54 9 0 174 1.0000 0.0 0.0

- V4--101 So v7 5 T 00 - .i o.
95 96 50 9 0 176 1.0000 0.0 0.0
96 104 53 9 0 185 0.7000 0.0 0.0
- - - -p D v. .-

97 104 53 9 0 186 0.8000 0.0 0.0
97 95 52 9 0 176 0.2000 0.0 0.0

r 98------5 179 -00.0 0.0
99 104 57 9 0 187 0.7000 0.0 0.0
99 98 56 9 0 180 0.3000 0.0 0.0

I--10a --- g- o 00 .o- 0.0 - -. 0
100 98 56 9 0 181 0.2000 0.0 0.0
101 102 59 9 0 182 1.0000 0.0 0.0
0-2-89 a n.-7000 O.-0
102 101 60 9 0 183 0.3000 0.0 0.0
103 104 61 9 0 190 0.8000 0.0 0.0
-T03 i0 -00.4 '0.o0 0.6o- 0 .0
104 146 0 10 0 151 1.0600 0.0 0.0
105 IoA 63 9 0 192 1.0000 0.0 0.0

-0e- 0s 5 tr L 95 ---- 7000- -- 0.f ----- 6-.6
106 10s 64 9 0 193 0.3000 0.0 0.0
107 108 65 9 0 196 0.8000 0.0 0.0
107-I 0 -- 40 *194 0.2000-.. 0.0 -. 6
108 109 66 9 0 197 1.000 0.0 0.0
109 110 67 9 0 198 1.0000 0.0 0.0-

L-'O---12 .... O....oo ~O----------00 - oo
110 109 68 9 0 199 0.3000 0.0 0.0
111 112 69 9 n 202 0.8000 0.0 0.0
1 -1 09 8 v 0 00 ... 0.2000... 0.0 -0
112 113 70 9 0 204 1.0oo 0.0 0.0
113 114 71 9 3 205 _ 1.0000 0.0 0.0
l14;- lT-"- 74 - 210- 0--0.6000-- .0
114 113 72 9 0 206 0.3000 0.0 0.0
114 116 73 9 0 208 0.1000 0.0 0.0
T[15----11 77 0D 211 .... 0.8000 0.0 0.0

115 113 72 9 0 207 0.2000 0.0 0.0
116 117 n In n 0 . 0.t 0.0
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117 a8 75 9 0 212 1.0000 0.0 0.0t8 119 76 9 0 Z13 1.0000 0.0 0.0119 120 76 9 0 214 1.0000 0.0 0.0120 121... 77 .. 0-- -21S 1.0000 0.0 0.0120 124 81 9 0 216 1.0000 0.0 0.0120 127 87 9 0 217 1.0000 0. _ 0.0120 130 92 90 - 218 1.-0000 - 0.0 0.0120 137 97 9 0 219 1.0000 0.0 0.0121 122 78 9 0 220 -1.0000 0.0 0.0.122 - 121 799 0 -- 221 0o.50nO 0.0 0.0122 137 80 9 0 223 0.5000 0.0 0.0123 137 80 9 0 224 0.6000 0.0 0.0- 0 -22f- . .U.4000 " 0.0 -- 0.0124 125 82 9 0 225 1.0000 0.0 0.0125 124 83 9 0 226 0.5000 0.0 0.0
-tF- --- 133 T5 0 o 2--0.50 ....0o -1r26 133~ u i o o 0.0126 133 86 9 0 229 0.6000 0.0 0.0126 124 84 9 0 227 0o40O0 0.0 0.0---- t27- '- 2 + 3 . . 0 0 . . . .

128 127 89 9 0 231 0.5000 0.0 0.0128 133 91 9 0 233 0.5000 0.0 0.0
0 -- z 0.0 0. 0129 127 90 9 0 232 0.4000 0.0 0.0130 131 93 9 0 235 1.0000 o.n 0.0- 31---1-30 V4--- -236 -- 6- 100131 133 96 9 0 238 0.5000 0.0 0.0132 133 96 9 0 239 0.6000 0.0 0.0

: 3Z z30 " 9 --'O 23T----;OO-- .. O-- -133 134 98 9 0 240 1.0000 0.0 0.0
134 135 99 9 0 241 1.0000 0.0 0.013 +-'-+'- 7"--'-10W9 -- 244- .. .07000- .. . .0--0.0
135 134 100 9 0 242 0.3000 0.0 0.0136 137 102 9 0 245 0.8000 0.0 0.0
1 3 7 1 3- 1 0 3 9 0 2 

4 
3 . . 2 0 0 0 0 . .0137 139 103 9 0 246 1.0000 0.0 0.0138 139 104 9 2 247 1.0000 0.0 0.0

--252 0 6 000 ...... 0.0 - 0.0139 138 105 9 0 248 0.3000 0.0 0.0139 141 107 9 0 250 0.1000 0.0 0.0
"---T4--142 '  

up 9f--3 3 O.-Ufl---l -o -- -- .
140 138 106 9 0 249 0.2000 0.0 0.0141 142 0 10 0 251 1.0000 o.n 0.0

- - -- - -G~ ~ 1 000- 0.- -6-.143 150 113 9 0 258 1.ooo 0.0 0.0143 156 114 9 0 239 1.0000 0.0 0.0.---T 3 --- 16z I15 - - o 160- . .o0o - 0;- .0 ..144 239 2M3 9 0 383 1.0000 0.0 0.0145 90 0 1o n 506 1.nOOO n.0 0.0 -
-46 - 0- 191 .. 1.0000. 0.3 0.0150 151 116 9 0 270 1.0000 0.0 0.0151 168 120 9 0 291 0.7000 0.0 0.0-

9550- 7 0. .271' . .3006 .- 0.0 0.0152 168 120 9 0 292 0.8000 0.0 0.0152 150 i1S 9 0 272 0.2000 0.0 0.0-- 3 -15 -- 123 9 o i7 .- oO0---- o.o 0o153 ISS 124 9 0 275 0.5000 0.0 0.0154 155 119 9 0 274 1.0000 0.0 0.0--""116 -- 9 1 j76 1.0000 0.0 0.o156 157 121 9 0 277 1.0000 0.0 0.0157 156 122 9 0 278 0.7000 0.0 0.0- - -- -- 2 9o o. 0.0 0.0158 156 122 9 0 279 0.6000 0.0 0.0159 IS 1!9 9 n 0!0 A.4Ann A.n n.,

57-25



159 160 125 9 0 280 0.5000 0.0 0.0159 161 127 9 0 282 0.5000 0.0 0.0
160 161 126 9 0 281 1.0000 0.0 0.0161 151 128 9 1 283 1.0000 0.0 0.0
162 163 130 9 0 254 1.0000 0.0 0.0
163 165 137 9 0 295 .0.7000 0.0 u.0163 162 . .131 .9 . _ ... 285- 0.3000 .. 0.0 0.0164. 168 137 9 0 296 0.8000 0.0 A.0
164 162 132 9 0 286 0.2000 0.0 0.0- 165 -- 167. 135 . . 9 . .07 . 289 -- 0.7000 0.0 0.0
165 166 133 9 0 287 0.3000 0.0 0.0166 167 134 9 0 288 1.0000 0.0 0.0

29f. .,oM06 . .. 0 0 o.o163 149 136 9 0 297 1.0000 0.0 0.0
169 17n 139 9 0 298 1.0000 0.0 0.0
-170-"75------146 V0 ' -- 30 .. .7OOO-0170 169 140 9 0 299 0.3000 0.0 0.0171 175 146 9 0 306 0.8000 0.0 0.0

- -. 00 . .0.2000....... 0.0 . o.O172 173 142 9 0 301 0.5000 0.0 0.0172 174 144 9 0 303 0.5000 0.0 0.0173-017 ' j43 a. ... .00-- 00. ,
174 170 145 9 1 304 1.0000 0.0 0.0175 176 147 9 0 307 1.0000 0.0 0.0-1767-1 -106 l f 3087--I o000 - -0o177 179 151 9 0 311 0.6000 0.0 0.0
177 176 149 9 0 309 0.3000 0.0 0.0-1 7~ 'r-~- 2~oV -100-- . 000"- 0---0 .-o.
178 179 151 9 0 313 0.8000 n.0 0.0
173 176 150 9 0 310 0.2000 0.0 0.0
ISO 10 0 0 0 515 1.0000 0.0 0.0

191 185 0 to 0 513 1.0000 0.0 0.0t94 9t 10 13 ... 1.G000- 0.0. 0.0186 17 0 10 0 518 1.0000 0.0 0.0, 19 191 0 10 0 507 1.0000 o.o oo

196 199 0 0 0 509 1.0000 0.0 0.0192 193 154 9 0 315 1.0000 0.0 0.0-- -193---1-94 91 -CO- 0.0- 00198 195 156 9 0 317 0.3000 0.0 0.0195 200 157 9 0 3e 1.0000 0.0 0.0_-1-96- 9 -5 - --------- '319 - n.7000 0 .00.0
196 199 159 9 0 321 0.3000 0.0 0.0297 198 159 9 0 320 1.0000 0.0 0.0
....190--- 2 -......- 9- uo ' 322 . ... 000 . 0.0 0.0193 199 161 9 0 323 :3000 0.0 0.0199 203 162 9 0 323 1.0000 0.0 0.0
199---Z13 . . 331'- 1. l. n(o0 -- O.n -- n.o
200 201 163 9 0 325 0.7000 0.0 0.0200 261 164 9 0 32 0.3000 0.0 0.0201.20 202 -. 00 - 327... 1.0000-. . 0.0 0.0204 226 191 9 0 363 1.00Ao 0.0 0.020 2M3 165 9 0 325 1.0000 0.0 0.0#

-- -2 204-- -- 269- - ------- 331 1. 4nO0.o.0 n.n
203 202 166 9 0 329 .300o0 0.0 0.0203 185 179 0 330 0.300 0.0 0.0.... 204 ---'_14 ' .. 0 .. . . 1o. .. ..- . . 333 -. .. l..00 F- -0.0 - 0.0204 205 169 9 0 334 l.OncOO 0.0 00

205 206 170 9 0 335 1.0000 0.0 0.0• 206 - 207 . . .171 . . .. . . . .0 - - 336 " .nno ... . 0.0 -- - -. 0207 208 172 9 0 37 l.O00 0.0 o.C,2 1s 2 17 3 9 n 3 ! 1. 0 n 6,. n o). r- .. . .5- . ,,. ..6
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209 210 174 9 0 339 1.0000 0.0 0.0
209 213 0 t0 0 344 1.0000 0.0 0.0

,209 237 0 10 0 380 1.0000 0.0 0.0
7- 209 14 . 10 0 261 . 1.0000 0.0 0.0

210 211 175 9 0 340 0.5000 0.0 0.0
21i 212 1?? 9 0 342 0.5000 0.0 0.0"- 211 212.. -+176 9 341 . -. 0- 0.0 0.0
212 221 186 9 0 356 1.0000 0.0 0.0
213 214 178 9 0 345 l.nOOO 0.0 0.0
21 -2 ....179 9 0 346 1.0000 0.0 0.0
215 216 180 9 0 347 0.7000 0.0 0.0
2L5 217 181 9 0 349 0.3000 0.0 0.0

~216 -217--- --- le 0 38 1.0000 0.0 0.0
217 218 182 9 0. 350 0.7000 0.0 0.0
217 219 1S3 9 0 352 0.3000 0.0 0.0218-2----+-183 q ~ 0----)5t -Tb6o0 .... o0 0,o--____

219 220 184 9 0 353 0.7000 0.0 0.0
219 220 185 9 0 354 0.3000 0.0 0.0
2Z0331-40 G 0 355......1. 0000 0.0 0.0
221 222 187 9 0 357 1.0000 0.0 0.0
222 223 188 9 0 358 1.0no00 o.n 0.0

9- 9 -0. ...359 ... .. 6.7000 - - - 0.0 0.0
1 223 225 190 9 0 361 0.3000 0.0 0.0

224 225 190 9 0 360 1.0000 0.0 0.0

226 227 192 9 0 364 1.0000 0.0 0.0
227 228 193 9 0 365 0.7000 n.0 0.0

9-----22----2- -9- 6- 03.6 0.0 o.o
228 229 194 9 0 366 1.0000 0.0 0.0229 230 195 9 0 368 0.7000 0.0 0.0

230 231 196 9 0 369 1.000 0.0 0.0

Z31 23Z 197 9 0 371 n.7000 O.n O.n...23 1--'3---2 08 0 ) 73 " .o0 o.o 0.0

232 233 198 9 0 372 1.0000 0.0 0.0
232 144 0 10 0 262 1.0000 0.0 0.0

- 99 O "374 .... 7000 .- . .0.0
233 235 200 9 0 376 0.3000 0.0 0.0
234 235 2(0 9 0 375 1.00n0 0.n 0.0

----3 --'36 Z| .77- - 0.+7000 -00 .. 70o

235 237 207 9 0 379 0.3000 0.0 0.0
236 237 207 9 0 378 1.00 0.0 0.0"---3T -- -- .... 202- .... 9-- . ... 0 310000- -- .o 0 -- 0;o0

238 314 0 10 0 382 1.0000 0.0 0.0
239 240 204 9 0 384 1.Mn0 0.0 0t.n
239--Z43---.211 a 455- - T.'0003 .... O0.0 - Go
239 243 222 9 0 465 1.0000 0.0 0.0
240 241 205 9 0 335 0.9000 0.0 0.0

- 240 ... 242-. .. Z06 -- 9- ------ 0. 337 .... .0. 1Q0o - o. I o.0
2,1 242 206 9 0 386 1.0000 0.0 0.0
242 251 209 9 0 388 0.9nno n.n o.n
Z2210- - 3100 90.0 - -6.0
243 244 212 9 0 656 1.00n0 0.0 0.0
243 247 217 9 0 460 I.onno 0.0 0.o

- 244 . 24-2-- 0 457 . 8006-- -- o.0 -0
244 246 214 9 n 459 0.2000 0.0 0.0
245 244 214 9 0 458 1.0000 0.M 0.0

-246---251 . .213 390 . 0.7000 - 0.3 *---.0
246 251 216 9 0 - 391 0.3000 0.0 0.0
247 249 218 9 0 461 1.000 0.0 0.6
244JW l~~ 07- -462 -- 0.7000- - 0.1)
245 250 22n 9 m 464 0.3000 0.0 0.0
2*0 250 0 9 A t.000 I).l MIn
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250 251 221 9 0 392 0.7000 0.0 0.0
250 251 a 10 0 393 0.3000 0.0 0.0
251 252 230 9 0 394 - .noo 0.0 0.0
252 253 231 ........... 9 ...... 0-..... 395 . 0.9000 0.0 -- -0.0
252 254 233 9 0 397 0.1000 0.0 0.0
253 254 232 9 0 39b 1.0000 0.0 0.0

.. 254 255 234 . . 9. 0 - 488 1.0000-- 0.0 ...- 0.0
254 267 248 9 0 404 1.0000 0.0 0.0
254 272 254 9 0 399 1.0000 0.0 0.0
254 305 - 0 . 10-......-0 98 1.0000 0.0 0.0
254 275 257 9 0 412 1.nooo 0.0 0.0
254 280 263 9 0 420 1.0000 0.0 0.0-254 . .289-- 276 6 9" n-434 . 170o0 .
255 256 235 9 0 489 1.0000 0.0 0.0
256 257 236 9 0 490 0.5no 0.0 0.0
'---2 56-25 -9~---"-27o00. o-. o

257 255 237 9 n 491 1.0000 o.0 0.0
258 259 238 9 0 . 493 0.5000 0.0 0.0

0Z58 26o 409 0 495 - 0-5000 -0.0 - 0.0
259 260 239 9 0 494 1.0000 0.0 0.0
260 261 241 9 0 496 0.5000 0.0 0.0
2602 - -boo --- 0.0- 0.0-
261 262 242 9 0 497 1.0000 0.0 0.0
262 263 244 9 0 499 0.5000 0.0 0.0
6z 264 2 00 00 . . 0

263 264 245 9 0 500 1.0000 0.0 0.0
264 265 246 9 0 502 0.5000 0.0 O.n

F-264-266- ----247 9 0 504 - -. 5000-- 0. 0.
265 266 247 9 f 503 1.000 0.0 0.0
266 314 0 10 0 505 1.0000 0.0 0.0
- 6-- ---- 9 40 1 -0000-.... 0.0 -- -0.0
268 269 250 9 0 406 0.5000 0.0 0.0
268 270 251 9 0 403 0.5nOO '1.0 0.0

--- 269--27(y 25L 9 -T -07* T a 0- -0.0 0.0
1 270 271 253 9 0 410 n.700n o.n 0.0

270 271 252 9 0 409 0.3000 0.0 0.0
-- 271-...305 0 lh41! 0ooo. - 00 -- 0.0

272 273 255 9 0 400 1.0000 0.0 0.0
273 274 256 9 0 401 0.5000 0.0 0.0
-- 2732T u ao002- --. 500 - 0 6 0.o
274 305 0 10 0 403 1.0000 0.0 0.0
275 276 255 9 0 413 1.0000 0.0 0.0--276-----2 -'--- 5 0 n-|1- ;so00- ... . 0 - O.0

276 278 260 9 0 416 0.5000 0.0 0.0
277 279 260 9 0 415 1.0000 0.0 0.0
278----279 261 90 -1 ... ;500 . 0.0 . 0.1
273 279 262 90 411 .50no n.n n.n
279 305 0 10 0 419 1.0000 n.) 0.0
290 --- 281 2641 9 "? .... 421 -1.0000 - 0.0 .0..
281 283 267 9 0 424 0.7000 0.0 0.0
?91 282 265 9 0 422 A.3000 0.0 0.0

- 2q2- ..... 233------266- 9 0-- 423 ..... 1.0000 0.0 . .0.o
283 284 268 9 0 425 n.7no 0.n 0.0
283 285 270 9 0 427 0.3000 0.0 0.0

--- -284 -205 269 9 0 --- 426 - 1.000 -- 0.3 O. .
285 287 273 9 0 430 0.7000 0.0 0.0
285 286 271 9 0 428 A.3000 0.0 0.0
286.22727 . 9 29-- -1.0000-- 0.0---- 0.0
287 283 275 9 n 432 0.700o 0.0 o..o
287 288 274 9 0 431 0.3000 0.0 0.0

-288- 305 0 10 0 433 1.0000-.. 0.0 -- 0.0
289 29n 277 9 0 435 1.0000 0.0 0.0
21)0 ?1 272 0 n 436 n. 5nnn n.,, n A
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Z90 292 282 9 0 438 0.5000 0.0 0.0
291 292 279 9 0 437 1.0000 0.0 0.0
292 294 283 9 0 441 0.7000 n.0 0.0

-292----'293 280 0 -39 .... o.3000-- 0.0 - 0.0
293 294 281 9 0 440 2.0000 0.0 0.0
294 296 2B5 9 0 444 0.7000 0.0 0.0
294 --295"-----734 v 0 o42- - 0.3000- -0. n '-,-n"
295 296 285 9 0 443 1.0000 0.0 0.0
296 297 0 10 0 446 0.7000 0.0 0.0

--4-5 - 0.3000 0.0 o 0.
297 305 0 t0 0 447 1.0000 0.0 0.0
293 299 223 9 0 466 1.0000 0.0 0.0- 2 99-- 300 224 v o -4' - 0- O. 000 ... 0. 0.0

299 301 225 9 0 469 0.4006" 0.0 0.0
300 301 225 9 0 468 1.0000 0.0 0.0

01- 302 - 2- & v,0. .Z600
301 303 227 9 0 472 0.4000 0.0 0.0
302 303 227 9 0 471 1.0000 0.0 0.0
03 0.5000 O.n - 6 -00

303 304 229 9 0 474 0.5000 0.0 0.0
304 305 0 10 0 475 I.0000 0.0 0.0

---305--306 60 10 0 W. 476 -- 1.00 0.0 -0-.0
306 309 298 9 0 480 1.0000 0.0 0.0
307 306 0 10 0 477 0.5000 0.0 0.0

"-- o7 07----3 o or- 0 o .T o. 50o .o .0
308 306 287 9 0 479 1.0000 0.0 0.0
309 310 289 9 0 481 0.50no 0.0 0.0
309 311-20 9 0 4C3. 500 .. 0.0 0.0
310 311 290 9 0 482 1.0000 0.0 0.0
311 312 291 9 0 484 1.0000 0.0 U.0
1231---293 9 - '.. 07000 0.0 0n.0

312 313 292 9 0 485 0.3000 0.0 0.0
313 314 293 9 0 4P,', 1.0000 0.0 0.0
314 - 1n 0 10 n b2 . nO 0.0 0.0
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THE ESTIMATION OF DECAY COEFFICIENT

IN PULSED TRANSIENT SIGNAL

by

C. J. Park

ABSTRACT

The estimation and interpretation of decay coefficient in pulsed

transient signal are considered. Two methods are proposed in estimating

the decay coefficient of pulse decay transient data. The methods are

derived through a spectral analysis for a parametric model of impulse

response function with a single frequency. Suggestions for further

research in this area are offered. The estimation procedures proposed

in this project can be extended to the case of multiple frequencies in

an impulse response function and time dependent decay or growth

coefficient.
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I. INTRODUCTION:

The determination of pulse decay and growth rates of data from

motors and combustion burns has long been an outstanding problem. In

particular, the determination of damping coefficients of multiple

acoustic modes from a single motor pulse signal is very useful informa-

tion in experimentally determining the actual stability characteristics

of solid motors and validating the stability predictive methods.

The present project considers the problem of estimation and

interpretation of decay coefficient in pulsed transient signal using the

spectral analysis method. More specifically, the transient pulse

signals induced by combustion burns of rocket motors can be represented

as a solution of a linear system [1] [5],

y(t) fm h(u) X(t-u) du, 0 < t <

0

where X(t) is an input, h(u) an impulse response function, and y(t) is

an output signal. In this paper, the methods of estimating the decay

coefficient are derived using a spectral analysis [7] for the case of a

simple impulse response function [5] given by-ctt
h(t) = A e o cos (2nf t +0 ), where the parameter a 0 denotes the

decay coefficient corresponding to the frequency fog the initial

amplitude is denoted by A and the initial phase shift is denoted by 00.
The input X(t) is a unit impulse and the output of the pulsed signal

data y(t) is a sum of h(t) and a possible noise n(t). The methods

developed in this paper can be extended to a more general case of impulse

response function with multiple frequencies given by
K

hK(t) - E Ak e- kt cos (2w fkt + 6k).
k-o

II. OBJECTIVES:

The objective of this project was to develop techniques for analyzing

transient data. In particular, the methods are derived, through a

spectral analysis, to determine the decay coefficient of the pulsed

data of a simple impulse response function with a single frequency. The

methods developed can handle the more general case of impulse response

function with multiple frequencies.
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III. THE ESTIMATION OF DECAY COEFFICIENT:

In the derivation of the estimate of decay coefficient, it is

assumed that the observed pulse signal data y(t) is a sum of the impulse

response function h(t) - e-o t (cos 2wf o +8 °) and a possible noise n(t),
i.e., y(t) - h(t) + n(t). Since the estimates of a and f0 will be

derived in the frequency domain of y(t), it is also assumed that the
influence of noise n(t) is negligible in estimating fo. Before presenting

the methods, it is necessary to define the terms that are used in the

derivation. The total energy of the impulse response function h(u)

in the time interval (t, -) is defined by

Pt (f) fJh2(u) du and assume that Pt(fo) <.(1)

t

Let H t(f) be the Fourier transform of {h(u), t < u <-I, then

Ht (f) - h(u) e-j 27fu du, - < f < -, and the power spectral

t

density

IHt(f)1 2 = HtM)x H*(f), where H (f) (2)

is the conjugate of H (f). Note that from Parseval theorem it follows

that

et (fo= 0 fHt(f)12 df.
-wo

After some tedious algebra, it can be shown [8] that
-2a t

p (fo). e 0 x (W2 + 2 (1 + cos (26o+2wot))-cow sin (20o+2wot),

00 0

and te2 t
Ht(fo)1 2 , e o (2*)t 0 ao4 + a o2 (2wo)2

0 0 0

X{wo2 + 02 ((cos 0)2 (Cos Wot) 4 + (sin 6o)2 (sin Wot) 4

+ (cos w0t)
2 (sin wot) 2

+ 2a O w° (sin w t) (cos w0t) ((sin 60)2 - (cos eo)2)1 ,

where w - 2rf0 0
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From (1') and (2') it can be easily shown [8] that when ao f tends

to infinity

Pt(f0)/lHt (f0)l 2  
0 , and (3)

lHt2(f0)1
2/lHt1 (f0)1

2  2 2co(t 2-tl), ti < t2-- (4)

These relations were used in the derivation of the methods in estimating

the decay coefficient ao"

Assume that 6 = o in (1') and (2'), then it can be shown that

in B(yo) < Ln {lst (f )12/lHt (fo)121 + 2ao(t 2-tl) < En B (yo), (5)

hr 1 2a2 + 1 + VT + y )where i (yo 0 [B(yo0)]- 0 0= Yo 0 2wfo0/a 0

and a f tnds t+infnity
22 + 1 /2- + Yo)

and as f 0tends to infinity,

Pt (fo) a

Ht (fo)12 0 2wf

In view of equations (3), (4), (5), and (6), along with the

assumption that the contribution of the noise to the power spectral

density at fo is negligible, the following methods are proposed in

estimating the decay coefficient of pulse data y(t) when the input is a

unit impulse. Suppose that the signal record y(t) is available in time

interval (to, T). Choose the time points tj, t2 , ... , tn in (to, T)
0 n

such that t < t Using the Fast Fourier Transform program compute

Pt (fo) and 1n (fo)1 2. Because the methods in estimating a and f are

heavily dependent on the estimate of the total energy P t(f ) and the

power spectral density IHt(fo )12, the numerical method for computing them
must be carefully scrutinized [2], [3], [4], and [6].

The first method of estimating a is based on the estimate of

spectral density and equation (5) and given by
^ = lf) 12/IHt (fo) 1 }  (7)=o (Aty) - in { Ilt (f )121,

0 it X4t+1 0 i
for t - o, 1, ..., n-l, where f0 is the frequency that gives the maximum

spectral density estimate IHt(f 0)1
2 and At. = tZ + l-t. The formula (7)

will be referred to as H-method in the sequel.
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The second method is based on the estimate of the spectral density,

the total energy and equation (6), and given by

(ti) =Pt (f0)/[ Ht (fo)1 2 x BW(t )X(T-T )] (8)

for I - o, 1, ... , n, where BW(tI) denotes the band width used in the

calculation of IHt (f0)1
2 . The formula (4) will be referred to as

PH-method in the sequel. Because the output signal y(t) is influenced

by a possible noise, and the spectral densities and the total powers are

computed from the digitized continuous signal, these point estimates are

subject to a certain degree of variations. The other sources of

variations can be due to the departure from the underlying assumption

such as the correctness of h (t) and time independency of ao . Thus, when
o0

there are undue variations among the point estimates, one should examine

the sources of variations more carefully.

When the variations among the point estimates are reasonable, a

smoothing technique for an effective way of pooling the point estimates

is considered. First, the following smoothing technique for the H-method

estimates is proposed. From (5) it is reasonable to assume that

In [lH t  (fo ) 2/IH (f0)12 ]can be well approximated by a linear

function of l(t + 1 - ti), namely

In [CHtI + 1(fo)1 2/Ht (f 0)12] = o + 81 (t + 1 - tR) + error.

Hence for Z - o, 1, ... , n-l, fit in [lHt (f0)1
2/IH0 (f0 )1

2] to ° + 81 Xt I

by the least square method. Let 81 be the least square estimate of the

slope 81. The pooled estimate of as, using H-method estimates, is given

by

a (H) /2. (9)

This method deserves an additional usage in detecting a possible

departure from the assumption that a is independent of time. More0

specifically, the dependence of a on time can be detected by inspecting0

the "goodness of fit" of in [lilt (f0 )1
2 ] to a linear function of time.

If the linear fit is "poor" this might suggest that a may be dependent

on t or possible phase shift; however, it requires a further study to

correctly ascertain such departure. Another important merit of this

estimate is the fact that it provides a meaningful interpretation of

decay coefficient. More precisely, let A!Ht(f0)1
2 denote the power
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spectral in the time interval (t, t + At), i.e.,

AIRt(fo)l2 
= IHt(fo )12 - IHt + At(fo)12, then the estimate

^2a(H)At is a reasonable estimate of AIHt(fo)12 /[Ht(fo)1 2 .

The pooling technique for the PH-method estimates is as follows.

By the least square method fit in P (f ) and in IH (f )12, separately,

to a linear function of time and let in P t(f ) and in Ht (fo )12 be

the fitted values. Then the smoothed estimates of a is given by

1n (T-t) exp [.in Pt (f)- in I H (f ) 12]
O(PH) = 1 t tO
0 i

Z (T-t )2  Z-o BW(t) . (10)

The methods developed in this project are tested for some synthesized

data and several pulsed data firm T-burner tests. Their performance

was good for the cases reported in [83.

IV. RECOMMENDATION:

The methods developed in this project can be extended to a more

general case of impulse response function with multiple frequencies.

It is recommended that the methods should be tried for the multiple

frequencies. The methods developed are based on the parametric model

of impulse response function and the sensitivity study of the estimates

with respect to the departure from the assumed model deserve a further

consideration, even though the methods can be used as an approximation

in the case where the impulse response function is tried as an exploratory

model. By detail investigation of the influence of the noise term, the

statistical properties of the estimates can be studied, [4], [7].
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A PRELIMINARY ANALYSIS OF ALTERNATIVE FORECASTING TECHNIQUES

FOR THE STANDARD BASE SUPPLY SYSTEM (SBSS)

by

J. Wayne Patterson

ABSTRACT

The purpose of this research is to investigate alternative approaches to

forecasting demand for expendable items in the Standard Base Supply System

(SBSS). The forecasting models studied include single, double and adaptive

exponential smoothing. Samples were selected from Dover AFB, Delaware and

analysis of the various smoothing models was performed by a FORTRAN program

written for each model. Comparison of the forecasting models was made on the

basis of forecast error as measured by mean absolute deviation (MAD). The

forecast error was also measured for the current forecasting model used by the

SBSS. Single exponential smoothing, with small smoothing constants, proved to

be the model with the lowest forecast error rate. Program activity was also

studied as a possible tool to be used in demand prediction. Flying hours

correlated with demand levels for some federal stock classes. Suggestions for

further study are included.
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I. INTRODUCTION

The USAF Standard Base Supply System (SBSS) is an automated inventory

accounting system used by all Air Force bases to control their supply functions.

Seppanen indicates in his technical planning study that SBSS can be categorized

as a multi-item, single-echelon, continuous review inventory system with

stochastic, multiple unit demands, backordering and an annual budget

constraint.15

The SBSS was designed to facilitate the flow of materials from a multitude

of sources to the base user organizations. The SBSS inventory is stocked by the

arrival of material from Air Force depots, GSA, DSA as well as through local

purchase. As such the SBSS is a retail organization in much the same sense as a

local merchant, interfacing the wholesale level with the final consumer.

The SBSS is driven by demand action. When an item is needed, at base

level, a requisition is submitted to SBSS. Typically, the request is filled

from available stock. If the requested item is not available, the requisition

is logged as a due-out for later filling. The request may be filled through the

normal operating cycle or in some instances special orders may be required. In

general, orders for resupply of the SBSS are logged as due-ins and are

maintained until the material is received.

SBSS EOQ requirements computation may be divided into two components the

range model and the depth model. The use of the term range model refers to the

procedure employed by inventory planners to determine if an item is to be

stocked. Specific criteria are available in AFM 67-1, Vol II, Part Two, to

indicate whether new items should be added to the stock list or currently

stocked items should be retained on the stock list.

The EOQ depth model of SBSS is used to determine how much and when to order.

The depth model is based on the Economic Order Quantity (EOQ) formula:
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EOQ =2DAIP (1)

Where D is the annual demand rate, A is the cost per order (currently used

figure, $5.00), I is the annual inventory carrying rate (currently used figure,

50%) and P is the item unit price. The EOQ formula balances the cost of

ordering with the cost of holding inventory so that total variable cost will be

minimized. Although the SBSS depth model is EOQ based only in a few instances

is the exact EOQ used. A modified version of (1) is used as follows to vary the

stockage level in accordance with the requisition objective.

EOQvso =V 2"DDR'VSO*A/(I'P) (2)

Where A, I and P are the same as described above, DDR is the daily demand rate

and VSO represents the number of days demand to be considered in the EOQ

cmputation. The variable stockage objective (VSO) is a function of stockage

priority code, number of demands in 365 days and total number of recorded

demands, number of days since the first demand and the daily demand rate.

Chapter 11, attachment A-16 of AFM 67-1, Vol II, Part Two contains the necessary

lookup table to determine the VSO for a particular item.

In addition to the EOQ computation, which is modified by VSO, the reorder

point is also an important part of SBSS. The reorder point is a combination of

the order and ship time quantity (OSTQ) and safety leve] quantity (SLQ). The

OSTQ is given by

OSTQ = DDR " OST (3)

Using an average order and ship time (OST) in days based on the item source and

priority. The SLQ is given by

SLQ = C( 3OSTQ (4)

Where C, the safety factor (is typically set to 1 which implies an 84% service

effectiveness) and 3 has been historically determined as the lead time demand

variance/mean ratio. The reorder point (RP) is then given by

RP = OSTQ + SLQ (5)
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The requisition objective (RO) is the maximum desired inventory position

and is given by

RO = INT(EOQvso + OSTQ + SLQ + 0.999) (6)

Notice that each of the three variables included in the requisition objective

computation are to some extent a function of the daily demand rate. In essence

the DDR is the forecast measurement for the SBSS. Unless accurate estimates are

available for the DDR considerable errors may result.

Each time a particular item is demanded the DDR is revised. SBSS maintains

the cumulative recurring demand (CRD) and the date of first demand (DOFD). Each

time an item is demanded, the number of units requisitioned is added to the CRD.

The revised DDR is then calculated as

DDR = CRD/MAX(180, Current Date - DOFD) (7)

A minimum of 180 days usage is assumed so as not to overstock items that have

just been added to the stockage list.

In addition to these routine revisions of the DDR, the CRD and DOFD are

adjusted at six month intervals so as to reflect the most recent usage data.

The adjustments are as follows:

CRD = DDR • MIN(365, Current Date - DOFD) (8)

DOFD = MAX(DOFD, Current date - 365) (9)

These adjustments assure that the DDR computation is based on at most the past

540 days demand history. The net effect of this adjustment is to convert the

forecasting model to a modified exponential smoothing with a variable smoothing

parameter. Seppanen states that during the six month intervals between

adjustments, new demands enter the forecast with a smoothing constant

0( N/(365+N) (10)

Where N is the number of days since the last adjustment.15
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This research is concerned with the forecasting model in the SBSS. It is

not clear that the current DDR computation provides the best approach to

estimating demand. Alternative approaches to forecasting which were considered

in this study are limited to consumable supplies. The AFU4C, however intends to

review forecasting approaches for reparables as well as consumable items.

II. OBJECTIVES

This research is the first activity of a multiphase project to study demand

forecasting procedures in the SBSS. The primary objectives of this study is to

investigate alternative approaches to demand forecasting for SBSS. The

forecasting models which may lead to improvement in estimating DDR will be

studied in detail in later phases of the project. The criteria for recommending

forecasting models for further study is based on the level of forecast error.

It was decided that the mean absolute deviation (MAD) would provide an

acceptable measure of forecast error to be used in comparing alternative models.

A secondary objective is to analyze, to the extent possible, the use of

program activity (flying hours, sorties, etc.) as a demand prediction tool.

Although some studies have been conducted, it is not clear as to how program

activity can be incorporated into demand prediction procedures.

In this study analysis is limited to expendable (consumable) inventory

items. The data analyzed are from Dover AFB, Delaware, for a one year period

from April 1978 through March 1979.

III. METHODOLOGY

In order to select appropriate forecasting models for a particular

situation careful consideration must be given to the underlying characteristics

of the organization. In many instances these characteristics may rule out some

potential forecasting approaches and allow more detailed analysis of the
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practical techniques. Such is the case with the SBSS. The typical base may

stock 20,000 or more items and demand history is available for at most 540 days.

The sheer number of items for which forecasts must be made would rule out

forecasting models which require extensive computations. In addition the

available demand history of approximately 11/2 years also precludes the use of

several advanced statistical techniques. For these reasons it was decided that,

as an overall approach, time series analysis (decomposition), econometric

methods, and correlation and regression analysis were inappropriate for

consideration. 13, 18 Correlation and regression analysis will be considered for

only a small portion of items when program activity is studied.

The distribution of demand patterns also poses an interesting problem in

the SBSS. Although some research has been done on this problem there is still

no concensus on the appropriate distribution. 11, 16 This should not be

surprising if one considers the number of bases and the difference in mission

from one base to another. Although the demand distribution is unknown one can

get a feel for the forecasting problem from a look at selected item histories as

presented in Table 1 below.

TABLE 1

MONTHLY DEMAND FOR EIGHT SELECTED ITEMS IN FEDERAL STOCK CLASS 28,
APRIL 1978 - MARCH 1979, DOVER AFB

Month Item
1 2 3 4 5 6 7 8

A 1 0 3 0 1 0 0 0
M 1 0 4 0 7 303 6 12
J 0 0 3 0 3 190 6 0
1 0 0 5 0 11 120 6 0
A 0 1 0 0 11 51 6 0
S 2 0 7 1 2 180 14 12
0 0 0 9 0 12 343 20 0
N 0 4 4 0 3 0 0 12
D 3 0 6 0 3 250 0 0
J 3 0 3 0 11 542 6 0
F 0 0 2 0 3 12 6 8
M 1 0 4 0 4 45 6 0
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The agreement among analysts familiar with this problem is strong that demand

patterns are at best erratic. Cohen summarizes the situation best by posing the

question, what is 30 days supply of an item with 3 demands in the last 2 years?
6

One might raise the question of what forecasting techniques fit the

situation described above which have not been ruled out already. The models

left for consideration include both moving averages and exponential smoothing.

The current SBSS forecasting model is a mixture of these techniques. It is a

moving average in the sense that the DDR is a quotient of cumulative demands

over time divided by the length of time for which these demands were

accumulated. It includes exponential smoothing by the manner in which updates

to CRD and DOFD are performed. Although the net effect of the current SBSS is a

"hybrid" of moving averages and exponential smoothing, it is not apparent that

this approach provides the best estimate of future demand. In short an approach

to forecasting which reduces forecast error should provide a more accurate

estimate of future demand and result in improved performance for the SBSS. The

techniques which are considered in this study are single exponential smoothing,

double exponential smoothing, adaptive exponential smoothing and moving

averages.

The criteria for comparison of the various forecasting techniques will be

based on their accuracy as measured by forecast error. The most commonly used

measures of forecast error are the mean squared error (MSE) and the mean

absolute deviation (MAD). Although the MSE is more tractable for statistical

analysis, it's giving additional penalty to large errors make it less

attractive. The most straightforward measure of error is MAD since it treats

over estimates and under estimate equally by taking the magnitude of error,

regardless of sign and averaging it. 1
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In addition to the measurement of forecast error for the various

techniques, it is desirable to analyze the impact of the potential models on the

entire system. Feeney and Sherbrooke point out that optimization on an item

basis is short sighted and that a systems approach must be used to evaluate

overall impact on the system.7 In order to accomplish this analysis, the EOQ

Federal Simulation Model (FEDSIM) will be used to assess the overall impact of

proposed models when possible. FEDSIM is a model of SBSS and includes options

to test the impact of changes within the supply system. At present an option is

available to test single exponential smoothing models.

Some research has already been conducted to study the potential use of

program activity as a demand prediction tool. 6 9 t 10 In general these studies

have been focused at the wholesale level rather than the base level. Also these

studies have been performed on reparable items as opposed to the expendable

items which will be studied here. Correlation and regression analysis will be

used to explore the use of program activity as a potential demand prediction

tool.

The data analyzed in the current study were selected from Dover AFB,

Delaware, for a one year period from April 1978 to March 1979. Units demanded

monthly were tabulated from the transaction history file providing 12 data

points for each selected item. The major portion of this study, evaluating

alternative forecasting models, was accomplished using four samples of 200 items

each from selected federal stock classes. The selected stock classes were 28,

47, 59, and 66.

In the study of program activity the monthly demand levels as well as

flying hours, sorties and aircraft population from Dover AFB, Delaware, for the

same time period as above were used. Samples of 200 items each were selected

from federal stock classes 15, 16, 28, 29, 31 and 47.
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Before any analysis was begun the data were scanned in order to detect

potential outliers. The data displayed in Table I is representative of the

demand patterns present. Only one item had an obvious outlier which was

discarded from the analysis thus leaving only 199 items in federal stock class

47. In that case there were eleven months in which zero units were demanded but

in one month 6,160 units were requested. This item was dropped from the sample

as a potential data entry error.

IV. COMPARISON OF FORECASTING MODELS

Once the data were selected for analysis the testing of the various models

was performed by developing a FORTRAN program for each technique. The programs

were designed to measure the forecast error for the last ten periods, using the

first two periods for initialization of the model. Since each forecasting model

was tested using the same data, comparisons of their accuracy may be based on

the level of forecast error. The forecast error for prospective models as well

as the current SBSS forecasting model are presented in Table 2. Statistics for

the several models are placed into Table 2 to facilitate comparison of the

models. A detailed description of each model and analysis of results follows.

Single exponential smoothing is one of the simplest, and perhaps most

popular, forecasting techniques applied to multi-item inventories. 2,13, 18  It is

a form of weighted average designed to smooth random variations in demand by

averaging the most recent forecast with the most recent actual derF.nd
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TABLE 2

MEAN ABSOLUTE DEVIATION FOR ALTERNATIVE FORECASTING
MODELS AND SBSS BY FEDERAL STOCK CLASS

FEDERAL STOCK CLASS

MODEL 28 47 59 66 AVERAGE

Single Exponential
Smoothing

= .1 3.51 3.29 .60 1.12 2.13
= .2 3.72 3.46 .63 1.15 2.24

.3 3.83 3.62 .65 1.18 2.32

.4 3.95 3.78 .67 1.22 2.41

.5 4.03 3.90 .68 1.25 2.47

Double Exponential
Smoothing

= .1 3.82 3.52 .63 1.16 2.28
= .2 4.14 3.91 .70 1.26 2.50

a = .3 4.36 4.19 .74 1.35 2.66

Adaptive Exponential

Smoothing

Chow

Initial ( = .1 3.82 3.48 .63 1.17 2.27
InitialV = .2 4.03 3.91 .69 1.28 2.48

Trigg and Leach

Initial^ =.1, 0 =.2 3.73 3.69 .60 1.22 2.31

Moving Average
3-Month 4.28 4.87 .71 1.35 2.80

SBSS 3.59 3.72 .70 1.35 2.34
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experienced. The forecast for period t (Ft ) is given by

Ft = Of X t_ + (1-Ct) Ft.1 (11)

Where Xt I is the actual demand in the prior period and O( is the smoothing

constant. The smoothing constant represents the weight given to the most recent

actual demand data and is in a range 0< at t 1. The selection of the smoothing

constant for a particular set of items is performed through trial and error.

Typically a common set of data is used to test the forecasting accuracy with

alternative values of the smoothing constant. The forecast error is measured

for each set of forecasts and the superior smoothing constant is determined.

Forecast errors reported in Table 2 were measured as follows:

MAD= 9IXt- Ft (12)
n

where the error measurement MAD is determined for n periods. In each federal

stock class the overall measure of error was determined by averaging the MAD for

all items in the group. For example in federal stock class 66, the MAD for the

200 items using an o =.1 was 1.12, an W =.2 was 1.15 and so forth. The average

forecast error for all four groups using an O =.1 was 2.13, an 0=.2 was 2.24

and so on.

For the samples studied it is clear that the best smoothing constant is

Oa =.I since this value gives the lowest forecast error in each of the four

samples. The general pattern indicated is that as one increases the smoothing

constant and the forecast error increases. This finding that small smoothing

constants are preferable for SBSS data is consistent with the research reported

in references 8, 11, and 20.
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In order to forecast using single exponential smoothing a limited amount of

information is required. Technically one needs only an initial forecast, an

initial measurement of actual demand and a smoothing constant. The only data

that need be retained to continue forecasting using single exponential smoothing

are the forecast and actual demand for the preceding period. In this study the

models were initialized by using the first month's actual demand as the forecast

for the second month, then forecasts were made for the last ten months.

Double exponential smoothing is an extension of single smoothing and is

typically applied to items that exhibit a trend pattern.13, 18  Since both

single and double smoothed values lag actual data when a trend exists, the

difference between the single and double smoothed values can be added to the

single smoothed values and adjusted for trend. This approach is also referred

to as linear exponential smoothing. The calculations required for double

smoothing as presented by Makridakis and Wheelwright are as follows:
13

S: /= 0X t + (1- a)St_ (13)

t +1 (14)

where St and St are single and double smoothed values respectively.

at = 2 St - S15)

bt =4/(1-o) (St - 5+) (16)

and the forecast for period t+1 is

Ft+I = at + bt (17)

In order to use this approach only three data values and a smoothing

constant are required. Initialization of this model was accomplished by setting

S2 and S2 equal to XI, the actual demand in the first month. Then forecasts

were prepared for the last ten months using three different smoothing constart.t
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OC =.1, 0( =.2 and 0(=-.3. The results presented in Table 2 demonstrate that

as is increased the forecast error tends to also rise. Furthermore the double

smoothing model produced a higher degree of forecast error than did single

exponential smoothing for these four samples. In none of the four groups was

double smoothing superior to single smoothing. This may also indicate that as a

general rule trend does not exist in SBSS items. Due to the erratic nature of

demand patterns, it is not surprising that adjusting for trend did not reduce

forecast error. With the variation present in SBSS items there may well be more

than random variability in demand data. In order to test this phenomena

adaptive models will be considered.

When forecast are required for several thousand items as in the SBSS it

seems reasonable that more than one smoothing parameter should be used. That is

the weight given to most recent data should be greater when a persistent demand{ pattern exists and should be reduced when highly erratic demand patterns occur.

The cost associated with studying each item separately to determine the

appropriate smoothing constant to minimize forecast error would be extremely

high, whether single or double smoothing is to be used. It was hoped that some

criteria such as essentiality codes could be used to at least study groups of

items but these data were not available during the term of this research.

Adaptive forecasting models were studied since they are self-regulating based on

forecast error and thus bypass the problems of item by item analysis and

stratification.

The first adaptive model tested in this study was developed by Chow in

1965.5,13,18 The Chow model is designed to allow the smoothing constant to

adapt in small increments in order to minimize forecast error. The model

assumes that the time ordered data contains all or some of the following:
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trend; cyclical movements, including seasonal; and random variation. The

equations necessary for employing this method are as follows:

St =of x + (1-)s (le)

bt =Ot (St-St-I) + (1-%)bt-1 (19)

and the forecast is

Ft+1 = St + (1"-ft)bt

C t (20)

At the outset the forecaster is required to have initial values for S, b

andO t as well as an increment to be used in changing the smoothing parameter.

Initialization employed in this study was to set SI equal to X, and b, equal to

zero. The forecast for the second month (F2 ) was set equal to X, and therefore

comparable to the start-up values for single and double smoothing models

described above. Since small values of the smoothing parameter provided best

results in the models alreadly studied the Chow model was tested with initial

values of t=. 1 and Ot=.2. The increment for changing the smoothing constant

was set at .05. Overall limits for the smoothing constant were set so that it

remained in the range .05 O f't 4 .95.

The revision of the smoothing constant is the unique feature of Chow's

model. At each time period three values of Y must be considered; a "nominal"

value, a low value and a high value. The forecast for the next period is always

derived using the "nominal" value but dependent on the forecast error measured

in the current period the "nominal" value for next period may either increase or

decrease by the amount of the pre-determined increment. This allows the

smoothing constant to respond to changes in demand patterns but at the same time

limits its responsiveness to the amount of the increment.
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In comparison to single and double smoothing models the Chow model requires

more recordkeeping so that the smoothing constant can be revised. Since in each

time period three forecasts must be made, the necessary data to continue the

procedure must be available. One might note that in addition to the current

smoothing value and the three forecasts for the last period, three values must

be kept for both St and bt. Thus it is clear that the overhead for maintaining

the Chow model exceeds that for previously described models.

The results from the Chow model are presented in Table 2. The lowest

forecast error was obtained when the initial smoothing constant was set at .1.

The average figure of 2.27 indicates that this model performed about as well as

the double smoothing model but was not superior to single smoothing.

One other adaptive model was tested, the Trigg and Leach model. 13,18 It

differs from the Chow model by using the ratio of two forecast error

measurements to calculate the smoothing constant. The equations required in the

model are given by Makridakis and Wheelwright 13 as follows:

Ft+1 = 
0 't Xt + (1-"t)Ft (21)

Where

oe (22)

Et Pet +(1-9) Et_1 (23)

Kt = eett +(1 - )14t- 1  (24)

et = Xt - Ft (25)

is a constant used to smooth the forecast error in the equations for Et, the

smoothed error, and Mr, the absolute smoothed error. it is set in the range

0 -C I and in the current study P was set equal to .2. Forecasting was

begun by setting El, M, and el to zero and F2 was set equal to Xt, making
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initialization comparable to the previously discussed models. The initial value

of O( was set equal to . 1 and this value was used until the adaptive feature of

the model could take over. One should recognize that the calculation of

(t+1 does not begin until the actual demand is less than the forecast since

Et and Mt will be equal until et takes on a negative value. The forecast error

resulting from this model is shown in Table 2. The forecast error did not prove

less than in previously tested models, but was comparable to the Chow model and

the double smoothing model.

The data which must be kept to employ the Trigg and Leach model includes

the forecasted value, the smoothed error, the absolute smoothed error and the

value of ot+1. Pmay be included in programming as a constant and of course

actual demand (Xt) must be kept as in any forecast model. Less storage space is

required for the Trigg and Leach model than for the Chow model but of course

more data is required than for the single or double smoothed models.

In addition to the smoothing models described above, moving averages ware

considered. Due to limited available data only a 3 month moving average was

considered. Of all the models tested it is perhaps the simplest. The forecast

for a particular period is simply the average of the last 3 periods actual

demand.

Ft+i = (Xt + Xt_ 1 + Xt_ 2 )/3 (26)

Since only 12 data points were available, forecast for the last nine months were

derived. Forecast error was measured by MAD as in the other models tested.

This approach provided the highest degree of forecast error of any of the models

studied as is indicated in Table 2.
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One question that remains to be addressed is a comparison of the forecast

error in the current forecasting model employed by SBSS. A FORTRAN program was

written to forecast the last ten months of the sample period and measure its

forecast error. The results are presented in Table 2. Single smoothing with an

=.1 was the only model which had a lower forecast error in each sample. But

from the average of all four groups it appears that forecast error can be

reduced by other techniques as well. Additional study through simulation is

required to assess the overall impact of forecasting on the SBSS.

It is interesting to note that in the test of forecasting models the

forecast error differ substantially between groups. It is not surprising that

forecast error varies with item activity as was reported by Kaplan.12 It would

appear that the federal stock classes selected for this study provide a cross

section of SBSS items.

V. SIMULATION RESULTS

At present single exponential smoothing is the only forecasting model wich

could be tested using the FEDSIM model and compared to SBSS data. The default

option of FEDSIM was used to select a stratified sample of 5000 items from the

demand data on Dover AFB, Delaware for a one year period April 1978 - March

1979. The single exponential smoothing option was run for =.1 and =.2 with

quarterly forecasts. The year end results are shown in Table 3 along with the

current SBSS forecasting results.
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TABLE 3

SBSS SIMULATION RESULTS USING THE CURRENT FORECASTING

MODEL AND SINGLE EXPONENTIAL SMOOTHING

Single Single
Current Smoothing Smoothing

Effectiveness Measure System o = .1 Ot= .2

Line Item Fill Rate (%) 85.40 84.43 83.86

Net Line Item Fill Rate (%) 89.68 88.77 87.73

Units Fill Rate (%) 84.60 82.61 80.83

Net Units Fill Rate (%) 86.75 85.06 82.85

Avg. On-Hand Inventory ($) 772,033 754,032 721,855

Avg. On-Order Inventory ($) 245,638 244,193 236,933

Avg. Due-Out Inventory ($) 35,474 37,563 38,910

In comparing these results consider the change in the net line item fill

rate and the average on-hand inventory level. The net line item fill rate is a

measure of effectiveness considering only items which are stocked by SBSS. This

rate is lower in both simulations of single smoothing than for the current

system, however, the average on-hand inventory is reduced as well. The fact

that lower inventory levels reduce issue effectivenss is not surprising. The

decision that must be made is whether the reduction in issue effectivenss is

worth the savings which result. For example the simulation of single smoothing

witht=.l shows roughly a one percent reduction in the net line item fill rate

and approximately a $28,000 reduction in the average on-hand inventory. Keeping

in mind that this simulation is for only 5,000 items at one base, the potential

savings Air Force wide would be a significant amount if this relationship exists

as a general rule. Clearly a one year simulation at one base does not provide
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sufficient evidence to reach an optimal decision. If these patterns are found

to exist on other bases, the trade-off between issue and asset effectivenss must

be considered if the SBSS forecasting model is to be revised.

VI. PROGRAM ACTIVITY AND DEMAND PREDICTION

It is realized that program activity (flying hours, sorties, etc.) has

limited potential as a general approach to demand prediction. That is, only a

small portion of items in SBSS are likely to be directly affected by program

factors. In addition prior studies have focused on the wholesale rather than

base level to consider the effects of program activity on the demand for

selected reparable items. 6 ,9 , 10, 16 In this study the demand activity of

expendable items from selected federal stock classes were analyzed along with

program factors. Units demanded monthly in federal stock classes 15, 16, 28,

29, 31, and 47, for samples of 200 items in each class, were determined.

Monthly data were also obtained for the following program factors: flying

hours, sorties flown and possessed aircraft. Statistical analysis was then

performed using the stepwise regression program available in the Honeywell 6000

timesharing system. Measures of correlation between program factors and demand

levels are shown in Table 4.

TABLE 4

CORRELATIONS BETWEEN PROGRAM FACTORS AND UNITS DEMANDED BY FEDERAL STOCK CLASS

PROGRAM FACTOR
FEDERAL STOCK

CLASS FLYING HOURS SORTIES FLOWN POSSESSED AIRCRAFT
15 -.620" -.479 .079
16 -.297 -.452 .315
28 -. 155 .045 -.618*
29 -.633* -.619" .092
31 -.627* -.238 -.372
47 -.427 -.283 .138

*Significant at .05 level.
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In three of the federal stock classes flying hours correlate significantly

with units demanded. This finding is consistent with the prior studies on

reparable items. 9, 10 However, it is still not clear as to how these results can

be used to predict demand on an item basis at base level. Each of the

significant correlation coefficients are negative which indicates an inverse

relationship between the program factors and units demanded. One possible

explanation for this is that during extensive program activity some maintenance

is postponed thereby creating a lag in parts demand. Available data prevented

further study to determine if such a lag actually exists.

Multiple regression equations were also determined for units demanded in

each federal stock class using program factors as independent variables.

Analysis of the residuals showed high errors in prediction and that the use of

more than one program factor did not improve the prediction of demand levels.

In short no useful results were obtained from the regression analysis, perhaps

due to the way in which demand was measured. It appears that the use of program

activity in predicting the demand for expendable items is still questionable.

VI. RECOMMENDATIONS

The purpose of this research was to investigate alternative approaches to

demand forecasting for the SBSS. From the measurement of forecast error (MAD)

single exponential smoothing, with small smoothing constants, emerged as the

technique with the lowest error rate. In addition simulation results indicated

that potential savings exist through a reduction of average inventory. It is

clear that these findings can only be considered preliminary and that the

analysis of larger samples from several bases will be required before

substantive conclusions can be reached.
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The double exponential smoothing model and the adaptive models tended to

produce about the same level of forecast error. Since it is not likely that all

items have a trend pattern, perhaps adaptive models should be considered as the

second choice for further study. The time period in the present study may have

been too short to allow the adaptive models to overcome the initialization

conditions employed. Analysis of adaptive models for a longer time period may

be required to adequately test its forecasting performance. However,

considering the large number of items to be forecast at each base, the

additional data requirements for adaptive models must be studied carefully.

Another consideration for further study is the stratification of items into

homogenous groups in order to reduce forecast error. This grouping might be on

the basis of item activity (high, medium and low volume) or item essentiality.

Given the large number of items it would appear that this approach could reduce

forecast error. This does not necessarily require completely different

approaches to forecasting. For example the general approach to forecasting

might be single exponential smoothing but with different smoothing constants for

each strata.

Due to the limited data base available, monthly demand data were studied.

For many items a large number of months were observed to have zero demands.

Further study of demand data may be enhanced by the analysis of quarterly rather

than monthly data. Given the large number of items at each base and the

available computer facilities, as a practical matter quarterly forecast may be

preferable.

In regard to program activity as a demand prediction tool for expendable

items, this study does not provide any substantive conclusions. Although flying

hours were correlated to demand level for some federal stock classes, the inverse

relationship present could not be adequately explained. Since program activity

is likely to be used for a very small number of items, further study should

concentrate on a well defined group of items.
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QUANTITATIVE DETERMINATION OF

ODD-CHLORINE SPECIES

by

G. Earl Peace, Jr.

ABSTRACT

The feasibility of an analytical method yielding the

sum of the concentrations of odd-chlorine species is in-

vestigated. The procedure would involve first reacting

these odd-chlorine species with a strong, organic Lewis

acid, which would be adsorbed onto the filter medium, to

form HCI. The HCI would then be determined in aqueous

solution using an ion-selective electrode. A quantita-

tive, reproducible aqueous extraction procedure by which

the HCI may be removed from the filter medium is described.

The use of an integrating digital voltmeter and a

programmable calculator to eliminate short-term noise

fluctuations through a signal averaging technique allowed

the ion-selective electrode to be used with good precision

and reasonable accuracy well below its suggested lower

limit. The Lewis acids could not be tested directly due

to a lack of suitable filter media.
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I. INTRODUCTION:

The stratospheric ozone layer, although its concentration is

at most only a few parts per million, is responsible for absorbing

most of the high energy ultraviolet radiation that would otherwise

prove harmful to most life forms on earth. Therefore, any mechanism

by which its concentration might be lowered is of primary importance.

Unfortunately, there now appear to be several compounds which are

capable of catalyzing the destruction of ozone as illustrated by

the following examples:

NO + 03----NO2 + 02 (1)

NO 2 + 0 -- NO + 02 (2)

net: 03 + 0 - 2 0 2 (3)

Cl + 0-----0CI0 + 02 (4)

CIO + O---->CI + 02 (5)

net: 03 + 0-->2 02 (6)

The former set of reactions (1-3) is important because of the

oxides of nitrogen (NO ) emitted by aircraft operating at or abovex

the tropopause. The latter set of reactions (4-6) is important

because of the confirmed photochemical decomposition of chlorofluoro-

carbons (also known as "freons") to yield atomic chlorite. It is

apparent, however, from reactions (3) and (6) above that the net

effects of these two reaction schemes are identical and, therefore,

are supplementary and indistinguishable.

In order to be able to predict the effects of the injection

of additional NOx , it is necessary to develop a budget for the odd C1

constituents - so called because the various chemical forms transform

relatively rapidly from one to another. The chlorine atoms eventually

form hydrogen chloride by reaction with such species as atethane,

1
molecular hydrogen, hydrogen peroxide or hydrogen peroxy radicals

Lazrus and colleagues have reported quantitative values for
2

the HCI and particulate Cl. Gallagher and colleagues have reported

quantitative values for CFC13 (freon-ll) and CF2 CI2 (freon-12).

These data, however, are insufficient to completely characterize the
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odd Cl budget. Quantitative values for HOCI, HO2CI, HC 1, CIO and

CIONO2 in addition to the previously mentioned species would effectively

complete the data so that the odd Cl budget can be more precisely determined.

II. OBJECTIVES

The main objective of this project was to develop an analytical procedure

which is specific for the odd Cl species. Rather than trying to identify each

and every one of these chemical forms individually, it was decided to attempt

to devise a procedure which would yield the sum of their respective concentra-

tions. The specific goals may be stated as follows:

(i) to develop an aqueous extraction procedure which is both

quantitative and reproducible in removing soluble chloride

compounds from filter media.

(2) to compare and contrast the use of a chloride ion-selective

electrode and the fluorescence quenching ability of chloride

ion as to their suitability as methods of analyzing the

aqueous extract.

(3) to study the effectiveness of certain strong secondary Lewis

acids, e.g., cumene (isopropyl benzene), in reacting with the

various odd Cl species to form water soluble hydrogen chloride.

III. AQUEOUS EXTRACTION PROCEDURE

An aqueous extraction procedure is desirable for several reasons. First,

the procedures for making extremely pure water are well documented and

relatively simple. Second, the solvent should be polar to dissolve the polar

chlorine compounds, and should have a relatively low vapor pressure at room

temperature to minimize losses due to evaporation during analysis. Third,

there must be an unambiguous method by which the purity (absence of ions)

can be determined. The conductivity of the water can be used to satisfy

this last criterion. Lastly, low concentration standards can be prepared

simply and accurately by dilution.

Samples of suspended particulates were collected over a 24-hour period

on three occasions using a high-volume air sampler (General Metal Works)

equipped with glass-fiber filter (BGI, Inc., Catalog #25/810). Each filter

was then cutintoquarters. Diagonally opposite quarters were then cut into

smaller strips, placed in 75 ml. of distilled/deionized H20, and heated

to approximately 750 C. with continuous stirring. This digestion process
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was continued until the filter strips were completely decomposed and

homogeneous, a process which took about five hours. This viscous

solution was then filtered through Whatman #41 quantitative filter paper

into a 100 ml. volumetric flask. The residue was washed repeatedly with

distilled/deionized water and the washings were used to dilute to volume.

Tests of subsequent washings with the ion-selective electrode showed the

chloride ion concentration to be well below the minimum detection limits.

To make sure that chloride ions were not being adsorbed by the

glass fibers, one quarter sheet of unexposed glass fiber filter was

digested in 75 ml. of distilled/deionized water to which was added

0.05845 g. of reagent grade NaCl. After filtering as described above,

10.00 ml. of the filtrate was diluted to the mark in another 100 ml.

volumetric flask. This solution was then analyzed with the ion-selective

electrode and was found to contain 35.4 ppm (theoretical value would be

35.45 ppm). The average value of five such trials was also 35.4 ppm,

corresponding to a 99.9% recovery. The use of a digital voltmeter with

a four or five digit readout would allow a refinement of this percent

recovery, but the goal of a simple, quantitative and reproducible

extraction appears to have been attained.

IV. USE OF ION-SELECTIVE ELECTRODE

The recommended lower limit of detection for the Orion Model 94-17

chloride ion-selective electrode is approximately 1-10 ppm. Lazrus et al

have reported the total inorganic chlorine concentration to be approximately

0.75 ppbm. Therefore, in order to have enough sample to prepare a 1.00 ppm

solution 1.00 x 10 -5 of chloride ion in a 10.0 ml volumetric flask,
10.0 ml

.O0 x 10"5 a 1.33 x 104g of air (7)
-9

0.75 x lOg/g of air

The density of air at 20 km (65,600 ft.) is 92.13 g/m3 so that that the

volume of air which must be drawn through a filter in order to colle-t the

required 1.00 x 10 5 g of chloride is given by

1.33 x 10 4 g/92.13g/m 3 , 1.45 x 102m 3  (8)

A larger volume would be required at higher altitudes due to the lower

density. Since the time required to collect this amount of material would
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be excessive, the major effort of this project was spent on evaluating

the quantitative utility of this electrode at concentrations down to

1.00 ppb.

The minimum detection limit (or background) of the chloride ion is

determined by the chloride concentration of the solvent. In this study,

distilled water was passed through a 75 cm mixed-bed cation/anion

exchange resin column in order to remove ionic impurities. The measured

conductivity of the resulting water was measured and found to be no more
-7 -l1 -1

than 2 x 10 ohm cm , at a pH of 5.5. If it is assumed that all of

the conductance is due to dissolved sodium chloride, hydronium ions and hydroxide

ions, then the maximum possible concentration of chloride ion is calculated

to be 40 ppb. Since there is no basis for this underlying assumption,

however, the actual chloride ion concentration of this water is certainly

much lower than this calculated maximum.

A solution containing 99.97 ppm chloride ion was prepared by dis-

solving 0.1648 g of reagent grade sodium chloride in enough distilled/

deionized water to make exactly one liter of solution. In all subsequent

calculations, the concentration of this solution is taken to be 100.ppm.

A series of standard solutions was prepared by serial dilution of the 100.

ppm stock solution. The 10.Oppm standard was prepared by making a 1/10

dilution of the 100.ppm solution. Each successive standard was prepared by

making a 1/10 dilution of the preceding standard until, after four such

dilutions, the final standard(Q.O0ppb chloride) was prepared.

The electrode was then checked for proper Nernstian behavior. The

potential measured by the electrode should theoretically decrease by 59.1

millivolts for each tenfold increase in the concentration of the chloride

ion. As shown by the following table, this behavior was, in fact, observed.

Log Cl (ppm) Millivolts

2.00 135.0

1.00 194.0

0.00 247.0

The data obtained when all of the standard solutions were measured

are shown in Figure 1. The change in the measured potential becomes markedly

non-Nernstian below 1 ppm, with tenfold changes in concentration producing

differences of only 25% of the theoretical ones, as shown in the following

table:
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Log Cl (ppm) Millivolts

1.00 200

0.00 239

-1.00 240

-2.00 250

-3.00 267

Nevertheless, it was decided to test the low concentration range for

linearity, with the results shown in Figure 2. The resulting correlation

coefficient of -0.931 (a value of -0.993 is obtained if one assumes the

point at (0.00,239) to be in error) does not truly indicate the difficulties

encountered in obtaining these data. At such low concentrations, the

electrode potential exhibited both a rapid, random noise fluctuation and

a long-term drift. This long-term drift was measured for several solutions

over a period of 90-120 minutes, and was consistently found to be

approximately 0.1 millivolts/minute. Surprisingly, this rate of drift

is identical to that reported by Baumann in a study involving a fluoride

ion-selective electrode at concentrations below the stated lower limit of

utility.
A second series of standard solutions was prepared using the same

general procedure described above, but with one important change. Each

solution also contained 2.5 ml of 5.00 M sodium nitrate per 250 ml. of

solution. The purpose of the added sodium nitrate was to act as an ionic

strength "buffer", so that the background ionic strength of each solution

is constant. When these "buffered" solutions were measured, however, there

was no significant difference in the measured potentials of any of the

solutions below lppm. This indicates that an impurity of chloride ion

in the sodium nitrate although stated to be "less than 0.001%" on the label,

is still large enough at these concentrations to exert a levelling effect

on all of these solutions. It was then decided to proceed with the

original set of standard solutions rather than attempt to purify the sodium

nitrate.

The next several days were then spent attempting to isolate and eliminate

the cause of this long-term drift in electrode potentials. The various

components of the system, i.e., the pH/specific ion meter, the digital voltmeter

and the recorder were all checked and found to be operating within their

respective manufacturer's specifications. This drift was also observed when

the temperature of the standard solution was maintained in a water bath,

although the short-term noise fluctuations were reduced. It was also discovered
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that the magnitude of the measured potential changed slightly with changes

in the stirring rate of the magnetic stirrer. This problem was eliminated

by leaving the stirring rate set at a mid-range setting even when changing

samples. The short-term noise fluctuations and long-term drift were both

reduced somewhat by insulating the beaker containing the sample from the

warm surface of the magnetic stirrer by means of a square styrofoam block

with a small circular area removed so that the beaker would fit.

Since the drift could not be completely eliminated, it was decided

to at least eliminate the short-term noise fluctuations by means of signal

averaging. An integrating digital voltmeter was first used to accomplish

this, but the lack of any permanent record of these average values offered

little overall advantage. This integrating voltmeter was then replaced by

the orginal digital voltmeter, but the output of this voltmeter was then

fed into a Hewlett-Packard 982A0 programmable calculator. This calculator

was programmed to sum and average the output of the voltmeter for one minute

intervals (342 values per minute) and print this average value. The system

was now automated, once the electrode was inserted into a sample, to record

the behavior of the electrode potential over time on the recorder, while

printing average values of this potential at one minute intervals.

When this system was used to remeasure all of the low concentration

standards, it was found that for each solution the rate of the long-term

drift seemed minimal between 35 and 45 minutes after beginning the measurement,

although it then began again at a slightly slower rate. From this information,

the optimum value of the potential for each solution was taken to be the

forty-fifth printed value. A plot of these results for one trial of the low

concentration solutions is shown in Figure 3. Three subsequent trials all

gave correlation coefficients between -0.97 and 0.99, thus indicating that,

despite all of the attendant problems, a chloride ion-selective electrode

can be used below its suggested lower limit with reasonable accuracy and

good precision.

V. STUDY OF LEWIS ACIDS

While attempting to measure the inorganic (soluble) chlorine content

in samples of suspended particulates collected as previously described, it

was discovered that the glass-fiber filters used have a significant and

highly variable chloride ion content. All atempts to wash these filters prior

to use resulted in such a loss of structural integrity that the filters were

easily torn. The Lewis acids to be studied could thus not be directly

compared or contrasted in actual sample collection tests using suspended

particulates.

60-11



CD

(00

0 1
HI -

7Y CD C

C Li

CD vC

co - 0

N00 I I

CS

LO N W 00 LI) N 0) ( VI

r-% r- N (0 (D (0 co LI) LI) Ul) LI)
N N~ N N N N~ N N~ N~ N N

-j j 10 0-11-- (,

60-12



VI. RECOMMENDATIONS

In order to accomplish the initial goals of this project, two

additional studies should be completed. The first of these is to attempt

to react the secondary Lewis acids to be investigated with samples of

such compounds as NO2CI, Cl 2, CIO, freon-li and freon-12. If, at

temperatures approximating those found above 20 km, hydrochloric acid is

found to be a product of the reaction for any of these Lewis acids, then

a method for quantatively determining stratospheric concentrations of odd-

chlorine species is possible.

The second study which must be completed is a comparison of different

brands and types of filters to determine which one, if any, has a low enough

chloride ion content to serve as a substrate for the application of the

secondary Lewis acid. Alternatively, any filter which will stand up

structurally to repeated washings to remove chloride ions would also suffice.
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THE EFFECTS OF IMAGE MOTION AND ROTATION ON CONTRAST SENSITIVITY

IN A LETTER DETECTION AND IDENTIFICATION TASK

by

J. Timothy Petersik

ABSTRACT

The effects of image motion and rotation are examined in a task

in which subjects adjusted the contrast required to just detect and

just recognize various stimuli consisting of (1) sine-wave gratings

of various spatial frequencies and (2) Snellen letters of various sizes

and rotations relative to the frontoparallel plane. Results show that

motion enhances sensitivity in both tasks, but generally only with

(I) low-frequency gratings and, paradoxically, with (2) small Snellen-

letter targets. The advantage produced by motion generally depended

upon velocity, target size, and target rotation. Other findings include

the fact that sensitivity in the detection task always exceeded that

in the identification task, the slope of the line relating sensitivity

to target size increased with rotation, and sensitivity to small,

moving targets increased with the energy of the targets. Suggestions

for extending the results of this research are offered.
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I. INTRODUCTION:

The solution of many problems that are of interest to the Air Force

requires a thorough understanding of the processing capabilities and

organizational principles of the human visual system. Such problems

include, but are not limited to, display design, windscreen design,

image processing, pattern recognition, visual tracking, etc. A new

approach to understanding the human visual system has involved the

concept of filtering, within the context of linear systems analysis.

This approach seeks to determine how spatial information about objects

is physically filtered and transmitted in the visual system. The present

project is an attempt to extend our understanding of visual filtering to

include stimuli not heretofore examined, namely moving complex objects

and rotated images.

The simplest stimuli available for testing the operating character-

istics of the visual system are sine-wave gratings, i.e., luminance

distributions whose profiles are sinusoidal. In general, sine-wave

gratings are described by three to four parameters, spatial frequency

(the rate of luminance changes over space, usually in units of cycles

per degree of visual angle, or cpd), contrast (defined as Lmax - L min/

L + L . , where L and L . refer to the maximum and minimum lumi-max mmn max mmn

nances of the grating, respectively), phase (the location of peaks and

troughs of the distribution relative to some fixed point), and orienta-

tion. Recent studies using such stimuli '
2 suggest that the human

visual system behaves like a bandpass filter with respect to spatial

frequency. Furthermore, studies suggest that the visual system is linear

2
to a first approximation, both at threshold contrasts and at suprathreshold

3
contrasts . These findings render the human visual system open to linear-

systems types of analyses.

Other experiments4 ,5 have examined the human contrast sensitivity

function (CSF) in more detail. CSF relates the reciprocal of thre-,1old

contrast to spatial frequency, and for most normal observers is an

inverted-U shaped function. Adaptation of the visual system to individ-

al spatial frequencies 4, 5 results in a localized depression in the CSF,

centered at the adapting spatial frequency and about 1.5 octaves in width.

These results strongly suggest that the normal CSF is an envelope of the

CSFs of several narrower spatial channels, each of which can be thought of

as a bandpass filter.
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Ginsburg6 has argued that, under certain conditions, the visual

system can be considered as passing spatial information through roughly

seven distinct channels or filters, each of which is tuned differently.

The evidence for Ginsburg's proposal includes many demonstrations, one

of which warrants detailed discussion: A portrait of a human face was

filtered through eight distinct channels whose center spatial frequencies

were one octave apart and whose bandwidths were two octaves. Each suc-

cessive filtered portrait revealed information useful to successively

more refined perceptual tasks - the lowest filtered portrait passed only

gradual contrast changes; the next, an elliptical shape; next, generalized

facial information; information regarding age, sex, etc.,; information

required for identification; details of hair, eyes, etc.,; and so on.

In an example that is especially relevant to the present research,

Ginsburg6 compared the CSF to the more traditional method of assessing

visual performance (i.e., Snellen acuity) in an effort to elucidate the

filter concept. He began by determining the number of spatial frequen-

cies required for identification of two common Snellen letters, E and L.

He filtered each of the letters with successively broader low-frequency

band-pass filters and showed that about 2.5 cycles per object (cycles

per object, or cpo, is a relative measure that does not depend upon

viewing distance as does cpd) are required for identification of the E,

and about 1.5 cpo are required for identification of the L. It was

suggested that a spatial filter with a bandwidth of 1.5-2.5 cpo is required

for Snellen letter recognition in general. This means that, given Snellen-

type letters of any size (i.e., of any fundamental spatial frequency), the

spatial information required for identification of the letter will be

contained in a range of spatial frequencies about 1.5 to 2.5 times the

fundamental spatial frequency. Thus, for Snellen letters of various

sizes, Ginsburg was able to identify the band of spatial frequencies that

would be required for identification. Further, after obtaining the CSFs

of several individuals, Ginsburg was able to predict Snellen acuity on

the basis of the above analysis.

As important, however, is Ginsburg's criticism of the adequacy

of Snellen acuity as a measure of visual performance. First of all,

Snellen acuity is a undimensional measure. That is, it tests only

sensitivity to high contrast letters of varying size. On the other

hand, sine-wave testing varies both contrast and size (i.e., spatial
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frequency). Furthermore, the CSF can sometimes reveal visual deficits

that are not detected by conventional Snellen testing. As an example,

suppose an individual attempts to recognize a Snellen letter that

subtends 5' visual angle. The fundamental spatial frequency of

this letter will be about 12 cpd (5' = .083330; 1/.083330 = 12 cpd)

and, by the analysis of the preceding paragraph, the information

required for identification will lie in the region from 18-30 cpd.

As long as the person's visual system passes information from 18-30

cpd normally, identification of the letter will be accomplished and

acuity will be judged to be normal. However, if, as was the case with

one of Ginsburg's subjects, the individual has a loss of sensitivity

outside the 18-30 cpd region, that loss will go undetected by the

Snellen method. The individual will nonetheless suffer from so-,

visual degradation. As Ginsburg showed, the CSF would reveal such a

loss.

Although Ginsburg's determination of the spatial bandwidth

required to recognize Snellen letters and his subsequent prediction

of Snellen acuity based upon the CSF represents a major advance in

visual science, it is incomplete inasmuch as the stimuli he used

were stationary and were always perpendicular to the observer's line

of sight. Since most of the visual world is glimpsed under conditions

of movement (either of the observers or of the observed objects them-

selves) and since not all objects face the observer directly, it was

thought to be beneficial to extend Ginsburg's analysis to include such

conditions.

The pioneering psychophysical studies of Kulikowski and Tolhurst
7

and of Tolhurst8 have shown that with moving sine-wave gratings, most

combinations of spatial frequency and velocity give rise to two percep-

tual thresholds. One of these is a "movement" or "flicker" threshold,

and the other is a "pattern" threshold. It has since been postulated

that the visual system actually consists of two broad classes of channels

and that each class has its own spatio-temporal response properties (see

Brietmeyer and Ganz9 and Petersik10 for a review of these properties).

The transient channel responds best to moving or flickering stimuli and

provides little information about the detailed structure of a stimulus.

On the other hand, the "sustained channel" prefers relatively stationary

stimuli and does provide information regarding pattern detail. This
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distinction has recently found support in the physiological literature

(see Sekuler, Pantle and Levinson'' for a review). Presumably, the

Snellen letter recognition studies of Ginsburg cited above make use

almost solely of the sustained system. Depending upon their contrast,

moving targets may be analyzed only by transient mechanisms or by both

transient and sustained mechanisms. Thus, there is a good reason to

replicate the studies of Ginsburg under conditions in which both

gratings and targets move.

Projective geometry shows that the two-dimensional image on the

picture plane (in this case, the retinal image) changes both in shape

and size as the object giving rise to the image is rotated about the

vertical axis (Petersik 2). The geometric analysis suggests that as

an object rotates relative to the observer, its spatial frequency spec-

trum on the picture plane must also change. How this change in the

spectrum of the object affects target acqiisition and recognition is not

known. However, the question is of practical importance, since, for

example, most of the stimuli approaching a pilot will not be perpendicular

to his or her line of sight. The type of analysis previously employed

by Ginsburg should determine how rotation affects visual performance.

Finally, Ginsburg has suggested that the crucial processing of

a complex visual scene could be analyzed through the activity of

approximately seven visual filters, each selective for a different

range of spatial frequencies. The output of one of these filters
would account for the detection of a stimulus, another for its classi-
fication as an object, another for its identification, etc. Similarly,

visual performance on tasks involving moving and rotated stimuli ought

to reveal corresponding channels or filters. A knowledge of the bio-

logical data regarding motion filters will allow Ginsburg's theory to

be applied to the vast majority of real-world visual scenes. The

specific aims of the proposed experiments are described below.

I. OBJECTIVES:

The main objective of this project was to provide preliminary data

which can ultimately be used to extend Ginsburg's6 filtering model of

visual processing to cases involving moving visual stimuli and stimuli

rotated with respect to the observer's frontoparallel plane. The stimuli

included sine-wave gratings and complex images, namely four Snellen letters,

61-7



B, E, V, & L. The specific objectives included:

(1) Design modification of a pre-existing variable-contrast visual

stimulation system to include the presentation of both station-

ary and moving (variable velocity) stimuli.

(2) To collect contrast sensitivity data for both moving and sta-

tionary sine-wave gratings over a range of visible spatial

frequencies.

(3) To collect contrast sensitivity data at both "detection"

and "identification" thresholds for both stationary and

moving Snellen letters of various sizes (i.e., fundamental

spatial frequencies).

(4) To relate the basic CSFs obtained with stationary and moving

sine-wave gratings to the detection and identification thresh-

olds obtained with stationary and moving Snellen letters.

III. METHODS:

A. Stimuli and Apparatus

High contrast photographic slides (Kodak 35mm High Contrast Copy Film)

of sine-wave gratings of various spatial frequencies that had been generated

on a display monitor were prepared. The specific spatial frequencies used

were: 0.46, 0.96, 1.79, 3.50, 7.17, 12.00, and 18.33 cpd. High contrast

photographic slides (Kodak 35mm Kodalith film) of Snellen letters of three

different sizes and four rotations were also prepared. The particular

letters chosen were B, E, V, and L, and at 00 rotation the letter-widths

for the small, medium and large letters were .34°, 680 and 1.O0 visual

angle, respectively. For each size, each letter was photographed at an

angle of 00, 300, 450, and 600 relative to the frontoparallel plane. As

a letter of a single size is rotated, its spatial-frequency content changes

correspondingly. This fact is reflected in the present Results section.

Stimuli were presented through a dual-channel cross-polarizing system.

This system places orthogonally oriented filters in front of each of two

slide projectors, (a) the stimulus projector, and (b) the luminance pro-

jector (which contains no stimulus). The beams from both projectors are

next passed through a polarizing analyzer and superimposed upon a screen.

Rotation of the analyzer allows the relative contribution of the luminance

from each projector to vary while maintaining overall luminance at an

approximately fixed level. In practice, this allows the observer to
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to manipulate stimulus contrast. To produce image motion, the sumed beams

were reflected from a front-surfaced mirror, then passed through the ana-

lyzer, through a mask, and finally onto a screen. The mirror was situated

on a scanner that was driven by a waveform generator. The waveform

generator controlled the frequency and amplitude of the rotation of the

scanner, and therefore also of the mirror and stimulus image. With

respect to the observer, stimulus images moved at velocities of either

0, 1.2, or 3.6 degrees of visual angle/sec.

The average luminance of the display varied from stimulus to stimulus,

but was in the range of 2.25 - 3.50 fL.

B. Subjects

Two subjects served in the present experiments. Viewing was monoc-

ular with the preferred eye. Subject NDP was naive with respect to the

purpose of the project, had corrected-to-normal vision, and viewed the

displays with the right eye. Subject JTP was the author, had corrected-

to-normal vision, and viewed with the left eye.

C. Procedure

All sessions were conducted in a semi-dark room whose only ambient
illumination was provided by a desk lamp situated near the subject and
by the slide projectors themselves. To prevent subject fatigue, trials

were run in 50-min blocks. On any trial, the subject was seated 444.5cm

from the display screen. The subject viewed a 6 x 6 (visual angle) area

of the screen through a "window" located 36cm from his nose. The purpose

of the window and its masking background was to prevent observation of

any potentially distracting stimuli. The window's background was illumi-

nated from behind by a desk lamp and was roughly matched to the stimulus

luminance.

On each trial, the subject adjusted (I) a "detection" threshold, and

(2) an "identification" threshold. The observer always began a trial at

a randomly pre-set level of contrast well below threshold and proceeded

to increase contrast until threshold was reached. The experimenter, hid-

den from view, recorded the read-out of a digital display which varied

with the rotation of the polarizing analyzer. From this, the physical

contrast of the stimulus could be recovered.

For stationary stimuli, the observer was allowed to adjust contrast

ad lib. However, the observer only viewed the leftward-moving half of

a motion cycle, the rightward motion being masked by a shutter in order
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to reduce transients produced by motion reversal. Thus, the observer

only adjusted contrast during one-half of a motion cycle.

For each combination of spatial frequency and velocity, the subject

made 1I settings of each type of threshold. These trials were conducted

in randomized blocks with each condition being displayed within a block.

For the Snellen-letter stimuli, trials were run in randomized blocks with

letter size held constant within a block. Each combination of velocity,

angle of rotation, and letter was presented in each block.

IV. RESULTS AND DISCUSSION

A. Contrast Sensitivity Functions

Figures I and 2 respectively show the "detection threshold" CSFs for

each of our two subjects. The task in setting these thresholds was to

detect any inhomogeneity of contrast in the display. Each separate curve

in each figure shows the contrast sensitivity for gratings of different

velocities, 0 deg/sec, 1.2 deg/sec, or 3.6 deg/sec. As can be seen in the

figures, with stationary gratings sensitivity peaks at or near a spatial

frequency of 3 cpd. For subject NDP, successively greater velocities had

the effect of shifting the peak spatial frequency to lower values. For

both subjects, successively greater velocities produced corresponding

increases in sensitivity at spatial frequencies below about 3 cpd.

Figures 3 and 4 respectively show the "identification threshold"

CSFs for each of our two subjects. The task in setting these thresholds

was to detect the presence of bars on the screen (as opposed to any

spatial inhomogeneity). For subject JTP, velocity did not influence the

shape or position of the CSF except for at the lowest frequencies tested.

In general, the effects of velocity are somewhat less noticeable with the

identification-threshold data. Velocity produced some elevation in sen-

sitivity at spatial frequencies below 7 cpd for subject NDP.

The contrast sensitivity data obtained with moving gratings suggest

that image motion should not affect the detectability or identifiability

of complex images whose crucial frequencies (for detection and identifi-

cation) lie above 3-7 cpd. On the other hand, within limits, increases

in movement velocity should produce corresponding increases in contrast

sensitivity for a detection task involving larger (i.e., low frequency)

complex targets. Evidence from one subject suggests that increasing

motion velocity might also enhance contrast sensitivity in an identi-

ficati,>n task involving larger complex images.
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B. Effects of Motion and Letter Size on Detection and Identification

of Snellen Letters

Figures 5 and 6, respectively, show the effects of motion and letter

size on the detection and identification contrast sensitivity of subject

NDP. Since the results of the various letters were similar, letters are

collapsed in these figures. Maximum standard errors are also shown along-

side the curves. Figures 7 and 8, respectively, show the comparable

effects for subje-t JTP. The first finding was that sensitivity on both

tasks declined with decreasing letter size. However, within any letter

size changes in spatial frequency (the result of successive rotations,

as shown in the figures) had only modest effects on sensitivity. For sub-

ject NDP, the 3.6 deg/sec motion had the effect of producing successively

greater relative increases i. sensitivity as one compares the curves for

the three target sizes from large to small. One reason for this finding

may be that a "ceiling effect" is observed with the largest stimuli,

i.e., sensitivity is already so great with the large stationary targets

that movement cannot enhance it much. The effect of velocity was not as

straightforward for subject JTP, whose data differed from those of NDP

in at least one other respect: JTP's sensitivity to Snellen targets can

be predicted (within bounds set by experimental error) from his initial

CSFs, whereas NDP's sensitivities cannot be related to his CSFs as easily.

Further research should be conducted with both trained and naive observers

as well as with a greater range of velocities in order to adequately

assess the effects of velocity.

Figure 9 shows the relative influence of image size, image rotation,

and image velocity on both detection and identification contrast sensi-

tivity. Data are for a representative letter, V. Since NDP and JTP's

data were qualitatively similar results are shown for JTP only. For

the sake of clarity, curves for the 1.2 deg/sec velocity are omitted.

The size of the typical standard error is shown in four locations in the

figure. Notice also that results are shown only for the two extreme

rotations, data for the other rotations being intermediate. The inter-

esting points to be gleaned from this figure and which can be generalized

to other data not shown are:

(1) Observers were always more sensitive in the detection task than

in the identification tasks, despite variations in image size,

image velocity, and image rotation.
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(2) Between sets of stimuli at given rotations, the largest image

sizes always yielded comparable sensitivities, despite differences

in size that sometimes exceeded a factor of two. For example, as

shown in Figure 9 for the letter V, a large image at 600 subtended

roughly 22 min visual angle whereas at 00 the large image subtended

60 min. Yet, as can be seen, sensitivities to these images at both

velocities shown are comparable.

(3) With increasing rotation of the Snellen-letter image, the slope of

the line relating image size to contrast sensitivity increases,

indicating that changes in size have greater effects on rotated

stimuli. Hence, the slope of the 00 curves in Figure 9 is approx-

imately 3.4; of the 600 curves, 10.5.

Ginsburg 6 determined the ratio of the contrast required for detection

versus identification of stationary non-rotated Snellen letters and found

that the function relating the ratio to spatial frequency was a straight

line with negative slope. Ginsburg explained this finding as follows:

the contrast sensitivity function decreases exponentially from

peak to minimum sensitivity with increasing spatial frequency

when plotted on log contrast sensitivity versus log spatial

frequency scale. If the ratio of spatial frequencies used for

the detection and identification of Snellen letters remains the

same for all different size letters and the detection and iden-

tification thresholds are a function of the shape of the contrast

sensitivity function, then the ratio should be a straight line

when plotted on a linear ratio versus log spatial frequency scale.

In an effort to determine whether the ratios of identification to

detection contrasts for rotated letters also decline linearly as a func-

tion of spatial frequency, we calculated these values for each subject

with the stationary stimuli only. The results of these calculations are

shown for subject NDP and subject JTP in Table I and Table 2 respectively.

These tables show, for each test letter, the detection/identification

contrast ratio as a function of spatial frequency. Additionally, each

row adjacent to a test letter shows the ratios for images of the three

basic sizes. Notice again that for a given size letter, spatial frequency

changes as a function of rotation. Hence, in Table I, the ratio for a

large B at 600 is .33; at 450, .42; at 300, .38; and so on. NDP's data

give little evidence for a decline in the detection/identification ratio
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with increasing contrast. On the other hand, JTP's data do show such

a trend, but the results are not as straightforward as we would like.

The safest conclusion we can draw at this point is that image size,

image rotation, and image energy enter into a complex interaction in the

determination of the detection/identification ratio.

Next, we sought to determine what effect the individual test

letters themselves had upon detection and identification contrast sen-

sitivity. Thus, for subject NDP, Figure 10 and Figure 11, respectively,

show contrast sensitivity as a function of test letters (arranged in

order of decreasing energy). Letter set-size and velocity are parameters.

For the detection task, it is clear that individual letters influenced

sensitivity only when image motion was at 3.60 /sec, and then only for

the small and medium sizes (as would be expected). There is little

evidence for such a relationship, except perhaps with the small letter-

size, in the identification task.

As a final analysis, for several of the experimental conditions

reported here and for each of our two subjects, we plotted both detection

and identification contrast sensitivity as a function of linear spatial

frequency. Regression lines were next determined, and the ratio of the

spatial-frequency intercept for the detection sensitivity vs. the

spatial-frequency intercept for the identification sensitivity was found

in order to estimate the bandwidth of the identification-to-detection
6threshold ratio (see Ginsburg , p. 87, for rationale). Since the pattern

of results was exceptionally similar for both subject NDP and subject JTP,

the results of this analysis are shown in Table 3 for NDP only:

LETTER
B L

Rotation: 0o 600 00 600

VELOCITY

00 /sec 1.28 1.50 1.17 1.28

3.6 /sec 1.96 1.87 1.52 1.54

TABLE 3. Identification-to-detection threshold ratio bandwidths.

Subject NDP.
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As can be seen in Table 3, the bandwidth increased by a factor of

1.2-1.5 with stimulus movement. For stationary stimuli only, the band-

width increased by a factor of 1.1-1.2 as the letter was rotated from

00 to 600 relative to the frontoparallel plane. In general, the bandwidths

for the high-energy (relatively speaking) letter B were larger than for

the low-energy letter L. Why the bandwidths change under such conditions

should be considered in future research of this type.

V. CONCLUSIONS

Despite the limited ranges of target size and velocity we were

able to employ in the present project, it is evident that image motion

reveals information about the processing characteristics of the visual

system that cannot be deduced from the study of static images alone.

We suggest that the following conclusions be replicated in future

research and that they be extended to conditions not studied in the

present experiment:

(1) Relatively slow movements of sine-wave gratings produce successive

elevations in the low-frequency portion (less than 3-7 cpd) of

both detection and identification CSFs.

(2) As previously shown by Ginsburg6 for static stimuli, contrast

sensitivity to moving targets is always higher in the detection

task than in the identification task.

(3) In both detection and identification tasks, contrast sensitivity

was generally, though not always, higher in response to moving

targets than to stationary targets.

(4) Identification-to-detection threshold ratio bandwidths increased

by a factor of 1.2-1.5 with stimulus movement and, for stationary

targets, by a factor of 1.1-1.2 with image rotation.

(5) The advantage produced by motion described above (conclusion #3) is
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a monotonically decreasing function of target size. There is some

suggestion (Figures 5, ) that it is also a decreasing function of

image rotation.

(5) For stimuli at the various rotations (i.e., 00, 300, 450, 60°),

the largest target sizes always yielded comparable contrast

sensitivities, despite differences in absolute size that some-

times exceeded a factor of two.

(6) With increasing rotation of targets, the slope of the line relating

contrast sensitivity to target size increases, indicating that

changes in size of similar magnitude have larger effects on

successively rotated targets.

(7) The ratio of detection to identification threshold contrast

changes little, if at all, with changes in target spatial frequency

(i.e., with changes in the interaction between target set-size and

target rotation).

(8) At least in the detection task, contrast sensitivity monotonically

increased with the power of the Snellen-letter spatial frequencies.

This advantage is a monotonically decreasing function of target

size and an increasing function of target velocity.

VI. RECOMMENDATIONS

The results of the present project have strengthened our initial

conjecture that image motion and image rotation may further reveal

fundamental filtering and processing capabilities of the human visual

system. However, because of technical limitations in the velocities

available to us and in the available letter sizes, our conclusions have

been confined to intermediate cases, i.e., those which are not at the limits

of either the CSF or the motion-processing capabilities of the visual

system. Therefore, the primary recommendation is to replicate the present

investigation with the following modifications:

(1) Extend the range of target velocities to include those which fall

at or below the production of "retinal smear."

(2) Extend the range of target sizes to include fundamental spatial

frequencies at both the high (i.e., 20-60 cpd) and low (about .2 cpd)

extremes of the CSF.

(3) Study subjects whose CSFs differ in at least one significant way and

relate this difference to differences in letter detection and

61-28



identification.

I hope to adopt these recommendations in follow-on research which is

being proposed under the AFOSR mini-grant program.

61-29

#j



REFERENCES

1. 0. H. Schade, "Optical and Photoelectric Analog of the Eye,"

J. Opt. Soc. Am., Vol. 46, pp. 721-739, 1956.

2. F. W. Campbell and J. G. Robson, "Application of Fourier Analysis

to the Visibility of Gratings," J. Physiol. (Lond.), Vol. 197,

pp. 551-556, 1968.

3. A. P. Ginsburg, M. Cannon, and M. Nelson, "Suprathreshold processing

of Complex Visual Stimuli: Evidence for Linearity in Contrast

Perception," Science, Vol. 208. pp. 619-621, 1980.

4. C. Blakemore and F. W. Campbell, "On the Existence of Neurones in

the Human Visual System Selectively Sensitive to the Orientation

and Size of Retinal Images," J. Physiol. (Lond.), Vol. 203, pp. 237-

260, 1969.

5. A. J. Pantle and R. Sekuler, "Size-detecting Mechanisms in Human

Vision," Science, Vol. 162, pp. 1146-1148, 1968.

6. A. P. Ginsburg, Visual Information Processing Based on Spatial

Filters Constrained by Biological Data. Unpublished Ph.D.

dissertation, University of Cambridge, 1978. (In press as AMRL-

TR-78-129).

7. J. J. Kulikowski and D. J. Tolhurst, "Psychophysical Evidence for

Sustained and Transient Detectors in Human Vision," J. Physiol. (Lond.),

Vol. 232, pp. 149-162, 1973.

8. D. J. Tolhurst, "Separate Channels for the Analysis of the Shape

and the Movement of a Moving Visual Stimulus," J. Physiol.. (Lond.),

Vol. 231, pp. 231-248, 1973.

61-30



9. B. Breitmeyer and L. Ganz, "Implications of Sustained and Transient

Channels on Visual Pattern Masking, Saccadic Suppression, and

Information Processing," Psychol. Rev., Vol. 83, pp. 1-31, 1976.

10. j. T. Petersik, "Possible Role of Transient and Sustained Visual

Mechanisms in the Determination of Similarity Judgments,"

Perceptual and Mot. Skills, Vol. 47, pp. 683-698, 1978.

11. R. S. Sekuler, A. J. Pantle, and E. Levinson, "Physiological

Basis of Motion Perception." In R. Held, H. W. Leibowitz, and

H.-L. Teuber (Eds.), Handbook of Sensory Physiology, Vol. VIII:

Perception. New York: Springer-Verlag, 1978.

12. J. T. Petersik, Mechanisms Controlling the Sensations of Depth and

Direction in Moving Perspective-transformation Displays. Unpublished

Ph.D. dissertation, Miami University, 1978.

61-31



1980 USAF - SCEEE SUMMER FACULTY RESEARCH PROGRAM

Sponsored by the

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH

Conducted by the

SOUTHEASTERN CENTER FOR ELECTRICAL ENGINEERING EDUCATION

Final Report

THE RELATIONSHIP OF THE THREE COMPONENT MODELS OF
LEADERSHIP TO THE DEVELOPMENT OF ACTION

PLANS AND LEVELS OF LEADERSHIP

Prepared by: Dr. Thomas A. Petrie

Academic Rank: Professor

Department and Department of Educational Administration and
University: Foundations

University of Nebraska at Omaha

Research Location: Leadership Management and Development Center,Maxwell AFB, Alabama

USAF Research Dr. Kenneth Hamilton, Lt. Col., USAF
Colleague:

Date: September 15, 1980

Contract No.: F49620-79-C-0038



The Relationship of the Three Component Model of
Lea.d=rsbip to the Development of Action

Pans- .and Levels of Leadership

by

Dr. Thomas A. Petrie

This study analyzes the three component leadership model

and its relationship to a hierarchial model of leadership. First, the

Organizational Assessment Package designed to measure the three

components of leaderships, situations and outcomes was analyzed to

determine the congruence with the levels of leadership and potential

contribution to order the data and direct the development of action

plans. The face validity of this effort was confirmed by the

consultants. Second, a factor analysis of the data revealed a

congruence between the theoretical structure of leadership and the

factor structure of leadership. Subsequent recommendations to study

the longitudinal development of leaders would provide insights for

the training of leaders.
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I. INTRODUCTION

The three component leadership effectiveness model provides a

descriptive framework for depicting the phenomenon of leadership in

the United States Air Force. The model depicts leadership effective-

ness as the function of three interdependent components (see Figure 1):

the leadership, situation and criterion.

The utility of the model is to be evaluated for: (1) its useful-

ness as a descriptive framework; (2) its capability for depicting the

leadership, and (3) its testability.

Work in LMDC after explicating the model2 concentrated upon

developing an instrument, the Organizational Assessment Package (OAP),

to assess the three components of the model. Items theoretically or

experientially related to the components were identified and reduced

by factor analysis. Seventeen demographic factors and 93 dependent or

independent variables have been identified. The OAP now provides a

data base for assisting leaders to empirically quantify and reflect upon

the perceptions of their followers about the situation, leadership

and the outcomes or productivity. The usefulness of the OAP data for

assessment and decision making needs further review and interpretation.

The three component leadership model was designed to assess and

relate leadership style to the situation and outputs. A particular

important point and part of the rationale is that leaders with more

skills have a broader range of styles than less skillful leaders. A

broader range of styles involves more ability to combine information.

For example, OAP Variable 404 ("My supervisor is a good planner")

may reflect the supervisor's ability to organize the many activities

of management efficiently. With efficiency as the guiding principle,

the supervisor, through trial and error, could eventually identify and

efficiently plan activities that are basic to success. While a trial

and error style may result in identifying efficient procedures, it is

limited to the experiential style. It is more complex for a super-

visor to effectively plan by establishing work procedures (OAP
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Figure 1

I

The three component leadership effectiveness model.

Legend:

E - Effectiveness
c a Criterion
1 - Leadership Style
s m Situational Environment
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Variable 412). Effective planning is more complex than delegation.

In turn, delegation is more effective if it includes seeking a member's

feedback, i.e., "My supervisor asks members for their ideas or task

improvement" (variable 426). In short, categorizing the OAP variables

and relating them to the complex skills of leadership makes it possible

to analyze the variables (and subsequently the client's scores) for

the meanings they have for decision making and application to any

leadership style. For skills and conceptual rules or schema's job-

combining information are building blocks of leadership and provide

leaders with more ways of doing things. When these skills and processes

are acquired the leader possesses more resources for effective leader-

ship.

II. OBJECTIVES

The main objective of this project was to investigate the three

component leadership model and the Organizational Assessment Package

for logical contingency to leadership technology and the identification

of action plans. To accomplish the above objective the following

procedures were used.

1. An analysis of the contingency model for leadership

assumptions.

2. An ordering of the variable according to their relationship

to levels of leadership.

3. A relevance of the variables according to leadership

technology.

4. A testing of the face validity of the ordering with the LMDC

consultants.

5. A factor analysis of the date to determine the

of the levels of leadership with the factors generated by

the OAP data.

The second objective was to create a consultant tool for the

development of action plans.

62-6



III. Building Blocks of Leadership

What are the functional building blocks of leadership? The most

basic process of leadership is communication. Organizational members

constantly communicate and attribute verbally and nonverbally that

what leaders do is important. Leaders can do their job in such a way

so that the members can perceive a sense of order. Therefore the

leader's responsibility is to organize. Through creating order and

efficient routines, others are able to identify priorities. This basic

leadership process is found among the individuals whose routines

generate a sense of continuity, reflect order and demonstrate the

capacity of the leader to take charge of their life. It is through

the routine use of skills of time management, planning and written

communication that the leader mobilizes the use of valuable time, space,

technology, personnel and other resources.

The leader's second responsibility is to establish clear and

specific job goals. Leaders use job descriptions and rules to provide

a structure in which individuals can do their jobs and meet their

obligations. In short, coordination of effort is initiated through

clearly stated rules and job descriptions that outline activity and

authority.

The leader's third responsibility is to evaluate what is done

and clarify how what is done contributes to the goals, directions

and organizational mission. Feedback clarifies the relationship

between actions and goals. These three cumulative processes of organiz-

ing, delegating, and evaluation constitute a basic leadership structure.

These three processes provide a structure of expectations necessary

for growth of the members.

To this point leadership has been described as a maintenance,

management or administration process. However, the leadership skills

of long range planning, programming and job enrichment can be

mobilized to enable the leader to provide opportunities for members

to develop status, esteem and prestigue. The fourth responsibility

of leadership involves capitalizing upon the individuality of the
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members through problem solving in order to find ways to use available

talents and resources. Problem solving initiates training needs to

increase the skills, prestige and value of the member.

The fifth responsibility is to integrate and clarify the meaning

of individual and/or collective activity. The skill of clarification

make explicit the relationship between chosen means and ends. For,

lead-ers tho constantly clarify and integrate motivate each individual to

reflect upon their activity and beliefs and the way they contribute

to the support of organizational goals.

In summary, the rationale presented above conceives of communica-

tion as the basic process that enables leaders and individuals to share

human experiences and collaborate to achieve organizational goals. This

occurs when leaders are sufficiently disciplines and experienced to

contribute a sense of efficiency, coordination, direction, competence

and integrity. Leaders are perceived as more competent as they develop

the skills necessary to organize, delegate, evaluate, develop and
integrate. Furthermore, these processes serve as functional means

for categorizing the skills of leadership. They point to skills that

increase the alternatives available to leaders, whatever their style.

They constitute a hierarchy of processes and a structure for categoriz-

ing leadership factors and variables.

The organizational decision making model outlined in Figure I is

an interactive and interdependent model. From a leadership perspective

the emphasis is upon the leader and the leader's capacities and/or

styles. While followers are part of the situation and the criterion

of effectiveness are important components, it is the leader who

skillfully acts or decides that is the subject for further discussion.

The three component leadership model has been re-diagrammed

(Figure 2) to emphasize the logical relationship between the situation.

leadership and the output. It is assumed that the most dynamic aspect

of the model is the leadership component, for it is leadership that

influences the relationships between the interdependent parts. For

example, as a decision making model, there are a number of decisions

that must be made by the leader. Given an assessment of the situation,
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Figure 2

Three Component Leadership Model

Situation

Leadership
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Outputs

Outcomes

Goals
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and an assessment of the goals or the objectives or the criterion, it

is the leader who must plan, organize and initiate a leadership

strategy to accomplish the goals. It is the leader who maintains and

initiates the logical strategies. It is the leader who skillfully

or not organizes efficiently. The following sections relate the model

to the unit or base and illustrate the use of the model and leadership

relationships to the situation and output.

The three component leadership model, as diagrammed in Figure 3,

illustrates the relationships between the organizational components,

and the respective emphasis of base commanders and the consultants.

This figure illustrates the common and the unique responsibilities for

leader decision making, however the character of decision making changes

with particular Air Force unit. For example, the base commanders'

invitation to the LMDC for consultation, initiates a systematic process

of data collection by open-ended questionnaire, personal interviews,

and the OAP (see column 2 and 3, Figure 3). As this data is collected

it is categorized as situational, leadership or output. From the base

commander's perspective, the primary concern about the data is "What

does it mean?" The meaning is derived from analyzing the logical

relationships between the components. Next the OAP data reveals

indicators of problems or organizational health. This data is congruent

or descrepant with the consultant or interview data and consequently

is verified or rejected. This analysis reveals a best guess about the

actions necessary to bring about change. From the recommended actions

the commander or unit leader selects and develops an action plan. The

consultant then provides training or other help as requested and necessary

to make the action plan work.

The power of the three component model to increase understanding

about leadership is shown in Figure 4. The OAP data and the consultant

data is entered in column 2 and 3. From this information the

consultant and base leaders may logically develop an action plan that

includes an intended leadership strategy for improving the situation

and outcomes. Subsequently an assessment of change in the situation,
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leadership and output (the action plan) may be made with the OAP

at Time Two.

As the data cumulates in the data bank, the data is coded to

include such factors as major command, base, supervisory unit and

career fields. The TI data cumulatively reflects the Air Force

situation, leadership and output. The T2 data cumulatively reflects

change. The data is then amenable to a wide range of analyses. The

potential analyses pertain to decisions about Air Force policy,

training and/or tactics. Finally, the action plan contains the

elements of an action research design for the further study of leadership

effectiveness.

To this point, this paper has elaborated on the three component

model, and explored a developmental perspective of leadership that

communicates the dynamic role of leadership in the organization. Ths

usefulness of the three component model has been discussed and

illustrated in Figures 2 through 4. The usefulness of the model is

important for both the local commander as they design action plans

and Air Force commanders as they design, train and develop policy.

The remainder of this paper will be to describe the relationships

of the Organizational Assessment Package (OAP) to assess the three

components of the model as a consulting tool. This relationship will

particularly emphasize the usefulness of the OAP data for local decision

making, leadership training and consulting.

A review of the OAP reveals that 49 of the items are classified

situational variables. Forty items are leadership variables, and 30

are criterion variables. Generally speaking, the leadership variables

are most amenable to planned change. The situational variables may be

receptive to limited planned changes. More often than not, the situation

is not easily changed by consultants or commanders. Rather, situational

matters are generally Air Force policy or allocation decisions. The

outputs variables tend to be dependent upon situational matters and

leadership strategies. Of considerable import is that the situation

is often outside of the local commander's leaderships' control.
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Often the goals or objectives are decided. The leader influences

the outputs only by the degree. However many of the OAP leadership

variables contain a wide range of acceptable skills and behaviors.

These can he manipulated as the commander deems appropriate. Therefore,

the focus of this analysis will be upon the leadership variables in

order to analyze them for their logical relationship to developmental

leadership perspective.

The five levels of leadership previously described will be used

to categorize the OAP variables (see Figure 5). The variables will

also be related to the technology that is available to develop the

skills called for if the leader is to take charge and influence the

organization. As previously stated, the first level process is the

leader's patterned routines or regularities designed to set the tempo

for efficiency. Based upon tradition there are efficient methods for

getting things organized and done. When used. the methods reveal to

followers that the leaders activities make sense, that hinderances

are reduced, and that this is a good place to be and to work. The OAP

assess this as follows:

I. Pattern routines for efficiency and casuality

TECHNOLOGY OAP ITEMS

a. Planner 404 Good Planning

b. Communicator 301 Adequate Information

302 Adequate Information to Group

309 Information Widely Shared

318 Accurate Information

413 Responsibilities Clear

305 Organization is Interested

c. Time Manager 279 Bottleneck
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Figure 5

Levels of Leadership

Logical Leadership Value Outputs

I. Pattern Causal

[Situation Routines

II. Rule Making & Coordination
* Delegation

Leadership

III. Reinforcing Purpose

IV. Stimulation Competence
Development

Criterion

V. Clarifying Integrity
Means & Ends
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Level two leadership reflects the leader-followers relationships.

These relationships are necessary for the coordination of effort.

Therefore, rules are made and job descriptions structure activity,

feelings and deference. The OAP assesses this process as follows:

II. Rules and Delegation for Coordination

TECHNOLOGY OAP ITEMS

a. Communicator 217 Knows What's Expected

303 Work Group Aware of Events

428 Explains My Job

445 Supervisor Explains Procedures

b. Goal Setting 218 Performs Goals

221 Performance Goals Realistic

274 Job Performance Goals Specific

273 Job Performance Goals Clear

314 Clear Cut Goals

317 Goals Reasonable

405 Sets High Performance Standards

412 Establishes Good Work Procedure

c. Assistor 424 Takes Time to Help Me

435 Helps Me Improve Performance

Level three leadership reflects the leader's conceptualization

of the information flow and the influence of evaluation. The OAP

assess this process as follows:
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III. Reinforcements for Maintaining Purposes

TECHNOLOGY OAP ITEMS

a. Goal Setter 431 Helps Me Set Goals

b. Communicator 016 Frequency of Meetings

017 Meets to Solve Problems

410 Encourages Teamwork

439 Go to Supervisor for Advice

c. Reinforcer 437 Performance Improves with Feedback

442 Supervisor Gives Me Feedback

310 Personal Recognition

316 Rewards Individuals

433 Lets Me Know Good Job

434 Lets Me Know Poor Job

d. Listener 304 Complaints are Aired

316 Organization is Interested in My

Welfare

Level four leadership reflects the leader's conceptualization of

the use of new technology and the unused talents of members.

IV. Stimulating Individual Development and the Development of

Competence.

TECHNOLOGY OAP ITEMS

a. Programmer 436 Assures That I Get Training

b. Motivator 426 Asks for Ideas

300 Ideas are Accepted

241 Performance is Recognized

c. Expert 311 Opportunity to Demonstrate Skills

416 Performs Well Under Pressure

Level five leadership demonstrates the leader's capacity to

conceptualize and integrate means and ends. As unique talents and

technologies are found work they are integrated as new activities or
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decision making processes. The OAP assess clarifying means and ends

as follows:

V. Clarifying Behavior Indicators of Value

TECHNOLOGY OAP ITEMS

a. Clarifier 411 Represents Group

To this point this report has emphasized the analysis of the LMDC

consultation and research process. The ideas taken from the model lend

themselves to three cells for categorizing the leadership, outcomes

and situational dimensions of organizations. Furthermore, these three

categories appear to be useful for both consulting and research purposes.

The information needed by the practicing commanders, consultants and

researchers can be mingled in such a manner that it remains of value

to all concerned. However, the usefulness of the model and the OAP

data to the consultant and the practitioners is to be found in the

connections between the data and recommended strategies. These

connections are to be found in the consultant's and commander's

practitioners recognition that the OAP scores on selected items are

indicators of organizational health or disorders. As indicators of

health or disorder they point to the need of leaders to maintain or

initiate and thereby exercise leadership or which sustains or develops

organizational health. The following section identifies and further

describes the connections between the OAP and leadership resources

available for improvement. However, before describing the relationships

between OAP items and leadership improvement, it may be helpful to

place the consultants' interview and the researchers' more-empirical-

data-orientation into perspective. The researcher's perspective

necessarily includes answering a series of questions about theoretical

construets, item analyses, instrument reliability, instrument validity

and generalizability of the findings. Concerns about assessment

methods are governed by a rather rigorous if not regimented set of

procedures to ensure that generalizations can be made and that the
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"garbage in, garbage out" syndrome is reduced if not eliminated.

For the researcher, meaning is derived from generalizations that must

apply to the totality of the universe represented by the sample studied.

The researchers generalizations or findings must meet the challenge of

chance. Events of life are more than an accident. In a universe of

relationships events must be understood. Some happenings may be

predicted. The researcher is invested in identifying these predictions

and making generalizations that leaders can depend upon and use for

decision making and action.

On the other hand, the consultant must glean particularistic meaning

from data. This gleaning occurs in the complexity of an ebb and flow

of daily decision making. Organizations are people with all their joys,

delights and contributions. Organizations are people with all their

cuts, burns, bruises and scratches derived from daily living. Bringing

order to the complexities of organizational life involves more variables

and data than can ever be supplied by an OAP. However, through inter-

view and participant observation the consultant may screen a flood of

feelings, activities, attitudes and predispositions. These have meaning

to the holder. Collectively, they hold rich meaning and constitute

expectations of the membership. Collectively, these data are related

to decision making, power, prestige and productivity. The OAP assesses

a significant part of these expectations as indicators of organizational

health. However, the OAP data must be supplemented if the meanings of

the data and recommended changes are to make sense to local commanders,

their men or their women. The OAP data reveals tentative generalization

about the organizational leadership. OAP scores screen for the relative

strength and wekanesses. However, understanding the meaning and rich

use for decision making involves using interview data and participant

observation data. The best and the brightest already implicitly know

how to lead better than theories, data or researchers' generalizations

can reveal. The data base researcher systematically taps the leader-

ship, constructs, measures a limited number of performance variables

and recommends that which tests out to be related to productivity.
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The consultant-participant observer is needed to sort through the

observed or participant observational data imbedded in the particular

context and recommend or collaborately develop a logically relevant

action plan. Undoubtedly, experienced leaders functioning as peer

consultants often approach this process in a rather unconventional

manner. That is, there are less predetermined conventions or procedures

that must be observed. When treating data the consultant must deal

with multiple sets of conventions or procedures. Bringing order to

information is often guided by the less explicit procedures that form

the core of the consultants' style, habit or personality. It is a

necessary means for bringing order to information and creating mutual

understandings between the consultants and the commanders.

In summary, OAP data and consultant data serve complimentary

purposes. The OAP generates structured data or indicators for

empirically identifying needs for change. The consultant data

contributes the personal richness necessary for the relevant and full

understanding needed for decision making. This richness enables the

investigator, consultant and practitioners to answer the complementary

questions about how organizations work and why things are as they are.

The OAP information identifies that an issue or discrepancy exists.

Consultant clarify the meanings and understandings of leaders. In

conclusion, the OAP data gathering and consultant interview processes

compliment the other in the search for organizational understandings.

This section will continue with an ordering and a description of the

resources consultants have for using OAP data.

It was noted in the introduction to this paper that persons

entering an organization looks for the cues that enable them to make

sense about what goes on. Members were described as working in such a

way as to develop predictable patterns of work. Over time the members

come to know who they are and engage in patterned procedures or habitual

ways of acting. They engage in their roles, jobs and responsibilities

almost without thinking. Others come to expect them to know certain

things and to do certain things. Much of organized life becomes

routinized. This routinized activity and ways of thinking enable the
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member to function smoothly and efficiently. Collectively, they enable

the organization to function smoothly and efficiently. Furthermore,

unless a substantial proportion of organizational behavior is routinized

there is no structural cement to hold the organization together.

Every day cannot be a new day. Every day must be in the context of

every other day. Organizational activity has an ebb and flow. Every

organization has a history. Leaders influence if not control a

substantial proportion of this patterned activity. The leader's work is

perceived to be important and unless demonstrated otherwise, it is

important. As members work with a leader they are constantly alert to

the signals that enable them to predict the leader's patterned activity

and decision making. The importance which followers give, to being

tuned into the work patterns of leaders, is not to be underestimated.

Followers recognize that the leader is the controller of the reward

system. They know that leaders govern and influence policies, work

conditions and resources. How do they exercise this control? They
exercise it primarily through the skill they bring to policy making,
planning and time management. Currently three sets of OAP data relate

to the leaders' patterned work of policy making, planning and time

management. The OAP variables listed below assess the leaders' patterned

routines of work.

Patterned Activity Relevant OAP Variable

Planning #404 Good Planning

Policy Making #301 Adequate information

#307 Adequate information Grp

#303 Information shared

#318 Accurate information

#413 Responsibilities

Time Management #279 Bottleneck

Visibility #305 Organizational interest

#306 Organizational interest
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Planning is a powerful variable in the leadership (818) factor.

Subordinates perceive whether the leader's activities are complete and

sensible. Through planning the leader communicates that organizational

matters have been thought out and anticipated. If the leader plans and

organizes with due regard to the work setting and professional values,

the leader reveals the intensity and relevance of their work. They

reveal that they are invested in making the organization work sensible.

With respect to this, leaders have considerable freedom to organize

time, space, resources, personnel and technology to accomplish organiza-

tional objectives or purposes. The way the leader schedules work,

influences the accomplishment of purposes. Scheduling communicates a

TABLE 1

Organizational Planning Matrix

Time Space Resources Technology Personnel

Scheduling Functional Budgeting Discipline Specialization

Calendar Proximity Equipment Socialized
Professional

Deadlines Mood Facilities Activities Values

sense of timeliness associated with the daily or weekly or monthly

calendar. The leader's space arrangement of office space may communicate

a mood and function. The allocation of resources can expedite work

of some or impede the work of others. Comprehension of the way the

technology of the banker, priest or Air Force dictates that performance

is revealed by the leaders organized activities. Finally, personnel

can be used in such a way that specializations organizationally relevant

values are supported. In short, the leader has many opportunities to

communicate credibility through their planning. For this planning

influences the life of every member through the use of scarce allocation

of resources time, space and technology.
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The second cluster of variables pertain to policy communications.

OAP items assess to adequacy of communications; (V301 & 302) sharing

(V303) and accuracy (V318) of information assesses the leader's

planning and policy implementation. Thoughtful planning makes it

possible to have information available as needed. Planning guided

by policy dictates that information be adequate and shared. Policies

are made in order to reduce the nuisance of making the same decision

over and over again or make the expectations explicit. Policy stream-

lines the routine decision making process. However, for policy to work,

an adequate and accurate information flow must exist.

A third item relevant to the leader's patterned routine is the

bottleneck Variable #279. The neck of a bottle is usually found at the

top. A bottleneck occurs when information needed is not processed and

planning is chaotic. Generally, bottlenecks indicate an absence of

planning skills. Apparently a vicious cycle spins out of control if

policy does not guide decision making and planning. If planning does not

result in the accurate and adequate dissemination of information the

cycle becomes more destructive. Together policy and planning make for

efficiency and shared communications. The basic skills of policy

implementation and planning communications are learned from the

technology of time management, writing and program evaluation and

review techniques (PERT). A final routine management variable of

fundamental importance is that of organizational interest (variables

305 to 306). This variable is primarily a reflection of the leader's

visibility and willingness to personally chat and glean information

from persons of various ranks and statuses. As previously noted, how

the leader uses resources (time) influences if not controls follower's

perceptions about the use of resources. A visible leader communicates

not only interest but also respect for the ideas and contributions

of others.

The OAP variables relevant to the leader's patterned activity,

and over which, the leader may exercise considerable control has been

identified and related to the technology of planning, communications,
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time management and visibility. In Table 2 this technology is further

ordered as concrete, relational and conceptual. For example, planning

may be according to the traditional way it has always been done.

Planning can be guided by forms to be filled out; deadlines to be

anticipated, and the seasons that come and go. Planning may be in relation

to others or according to standard operating procedures (SOP) and policy.

This requires a relational perspective in addition to an understanding

of linear tasks. Finally, on a conceptual level, program evaluation

review and technique is used to relate goals, policies and resources

identified in Table 1. In the same way the technology of communication

or the role of communicator includes work scheduling, correspondence

and policy formulation. Time management can be used to get increased

Table 2

Level I Leadership

Technology Concrete Relational Conceptual

Planner Traditional S.O.P. P.E.R.T.

Communication Activity Correspondence Policy

Scheduling Formation

Time Management Routine Priorities "To 80/20

Do"

Visible Tour Chat Inquiry
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efficiency. To take control of one's life a priority "to do" list

may be helpful. On the other hand, following the 80/20 rule conceptually

establishes higher order to daily work.

At this point it may be important to note that communication cuts

across leadership. To create or maintain expectations and interactions,

leaders must communicate. For good or ill, leaders constantly communi-

cate. Their every activity communicates. This constant communication

can be anticipated. On the other hand, whether anticipated or not,

messages are perceived from every leadership act.

Rule making and delegating leadership occur as the division of

labor demands a structure for coordinated work and authority. Under-

standings about who does what, who decides what and how do members

feel about it are necessary. The OAP assesses the division of labor

through the leaders' involvement in such things as developing job

descriptions, communications goal setting and technical assistance.

The OAP assesses delegation through such variables as performance

standards (Variable 405) and establishing good work procedures (Variable

412). Standards and procedures are generally included in the job

descriptions. The OAP assesses how job information is communicated

through work groups aware of events (Variable 303), information shared

(V309), explains my job (V428), and supervisor explains procedures

(V444). The goals of the job are assessed by OAP items, performance

goals are realistic (V218), specific (V270), clear (V273), and

reasonable (V317). Communication about job related matters are measured

by variable, information is shared (V309), explains my job (V428)

and explains procedures (V444). The supervision in some instances
follows up the delegation and communication with technical assistance

by taking time to help me (V424) and helps me improve performance

(V435). The OAP assessment screens for patterns and comparative

indicators. On the basis of comparison data tentative areas of

excellence or areas of deficiency are revealed. From comparative

data observers are apt to infer from low or high scores that something

is amiss or positive.
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Table 3

Delegation Level 2

Technology Concrete Relational Conceptual

Job Descriptions Qualifications Expectations Goals

Communication Telling Explaining Listening

Goal Setting To be done PERT Solving

Problems

Technician Telling Explaining Training

Leaders generally perceive that they have a responsibility to

reward appropriate and correct inappropriate behavior (Level Ill).

The extensic motivation system is supported by the consistency of the

leader's rewarding patterns. As noted previously, the delegation

processes include communicating job responsibilities and clarifying

expectations with respect to activity, authority and feeling. Situation-

ally, describing all the activity, all the authority and all the feeling

are impossible. It also may be undesirable. For specifying all the

authority and activity would reduce the worker's areas of freedom and

eliminate discretionary behavior. The day by day leadership responsi-

bility to clarify is used to maintain purposeful direction.

It is the leader's reinforcement that follows the subordinate act

that makes the difference. Actions speak louder than words. Don's

underestimate the effects of words, words of praise are desirable and

necessary. But actions must be also congruent words. Merit pay,

commendations, desks, passes, carpets, keys to the washroom, and other

accoutrements of status speak concretely to the issue of status and

success. These have to do with reinforcement and (again) commendation.
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The previously level dealt with the division of labor. The division

of labor is a process of delegating things to be done. Once done the

subordinate deserves clarification of how their contribution measures

up.

Table 4

Clarify And Reinforcing

Technology Concrete Relationship Conceptual

Goal Setter Roles Norms Problem
Behavior

Communication Descriptive + - Use Ideas

Reinforcement Specific Task Praise Recognition

Listening Clarifying Conferences Meetings

The relevant technology has been organized into four categories.

Goal setting, communicating, reinforcement and listening. The

categories are assessed by the OAP items. Goal setting is measured by

variable 431, helps set goals. Communicating is measured by the

variable frequency of meetings (016), meets to solve problems (VO17),

encourages teamwork (V410) and goes to supervisor for advice (V439).

Reinforcement is assessed by six variables pertaining to rewards and

informational feedback, (V437, 442, 310, 316, 433, and 434). Finally

the category of listening is assessed by three variables that measure

the interest and willingness of the leader to hear complaints and

express interest (V304, 305, and 306).

STIMULATING INDIVIDUAL DEVELOPMENT:

Leadership responsibility for initiating the use of new talent

and technology becomes possible as the expectations or SOP are

reasonably understood and operationally efficient. In a technological
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Table 6

Stimulating Individual Development

Technology Concrete Relationship Conceptual

Programmer Technological Brainstorming Problem
Resource Solving

Motivator Listening Using Ideas Recognizing

Merit

Expert Technological Representa- Authority

tional

society, skilled craftsmen, skill technicians and competent men and

women often have talents that are unused. New technology of great worth

will be revealed. Better ways of getting the job done will be

discovered. Personnel and technical break throughs are resources to

be used. Leaders influence if not control the followers opportunity

to use this new technology and personal talents.

Table 6 reports the roles and ways leaders may view their techno-

logical roles. The OAP variable measuring programming to use technology

and talent are assuring that I get training (V436). The motivating

variables are, asking for ideas (V426), ideas are accepted (V300),

performance recognized (V241), ana personal performance recognized

(V310). The role of the expert appears to be measured by - performs

well under pressure (V416).

The fifL level of leadership - to clarify means and ends,

may be somewhat tapped by the OAP variable, the leader reprosents the

group (V411). Otherwise, the leadership processes of reflection and

introspection seems to be untapped.

This section of the paper has traced the relationship of

leadership to the OAP. The levels of leadership have been used to
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categorize the OAP variables. Within each level of leadership there

are important roles such as planner, amanger, and commincator. The

role of communicator cuts across all levels for whatever the leader does

communicates by word and deed. Can the leaders role be developed

through training and practice? We think so. However, it may be

necessary to develop the more fundamental skills first is the more

complex processes are to be relevant. If the more fundamental are not

perfected, the more complex skills and processes may not be attainable.

If the less complex is not perfected, dealing with the more complex tasks

may result in mechanisms that are desctructive to self and others.

There are many implications of this ordering for both research

and training. Foremost are the training implications derived from the

OAP assessment. The OAP scores are indicators of organizational

health. As indicators, they can be best verified and interpreted when

compliemented by the consultant interview data. As problems are verified

consultant intervention alternatives may be developed and described

in the action plans. A second inplication is that the leadership

levels point to getting to basic matters before attempting to change

more complex matters. Improving one's own act may be necessary before

commanding a subordinate to "shape up" makes any sense. Logically

delegating follows organizing, reinforcement follows delegating and

program development follows once the organizational maintenance processes

of organizing, delegating and reinforcing are in place. Within each

of these levels are some rather specific skills and responsibilities.

The complexity of the responsibilities are illustrated in figures two

thru five. The OAP assessment then directs the consultants to order

and make decisions about the place or programs they have to offer for

improvement.

The implications for research are both analytical and descriptive.

Of most importance is to understand the consultant process. This

understanding may initially be descriptive. Descriptions of what

consultants do may reveal differences that affect leadership and organiza-

tional outcomes. Subsequently, analysis of collected information
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will be helpful to identify the consultant interventions that are most

productive. This assessment of consultant treatment is necessary to

understand if there are contexts and processes that are more productive

than others. This is not a control process. Rather it is an open

process of data based briefing, debriefing and analysis in order to

understand the ways consultants influence the quality of leadership.

Another implication is to understand the LMDC influences the

quality of leadership. If leadership has a hierarchial structure it is

feasible to develop a resource for guiding the development of action

plans. The tables and figures contained in this paper outline and

relate levels of leadership, conventional roles of leadership, and the

OAP variables. This resource could serve as a screening tool to order

the OAP data and guide the organizing of action plan? Table 7 is an

example of how this could be done by combining the levels of leadership

and the conventional leadership roles. If the preliminary ordering

in Table 7 has face validity a form or several forms may be developed

to guide the creation of an action plan and identify the questions that

should be raised to make decisions about the content of the action

plan?

IV. ASSESSMENT OF LEADERSHIP STRUCTURES

To assess the power of the described leadership structure for

ordering the Organizational Assessment Package (OAP) variables, and

developing action plans, three procedures were used. The first pro-

cedure was to test the relationship between high scores on the Management-

Supervisor Factor 818 and selected output variables. The second

procedure was to test the face validity of the logically ordered leader-

ship variables according to the respective leadership levels and

operational leadership roles. This face validity was assessed by

obtaining the judgements of the Leadership Management Development Center

Consultants. The third procedure was to factor the leadership variables.
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The relationship between the Management-Supervisor Factor 818 and

selected output variables was assessed by contrasting high rated leaders

and low rated leaders with selected output variables of career intent

and the leadership process variable of holding problem solving meetings.

Leader rates 6.25 or above were compared with leaders rated 3.88 or

below. Fifty-four percent of the leaders rated high were reported

as holding meetings to solve problems about half the time or all the

time. Twelve percent of the low rated leaders were reported to hold

meetings for problem solving. Of the low rated leaders, forty-nine

percent were reported as never using meetings for problem solving

(see Table 7). The career intent of the followers of high rated

leaders was significantly different than followers of low rated

leaders. Forty-five percent of the high rated leader's personnel

intended to continue. Twenty-nine percent of the low rated leader's

men intended to continue. The intent to separate response was eight

percent and nineteen percent respectively (see Table 8). It is

apparent that there are important output differences related to the

patterns of high rated leaders.

The second procedure - to establish the face validity of the

theoretical structure was to circulate the preliminary description

and classification of the leadership variable to the Leadership and

Management Development Center Consultants. The consultants were

requested to judge the appropriateness of the classification with the

fitness of their experience. In the opinions of the consultants all

classifications reported on Table 1 were judged appropriately.

The third procedure was to factor analysis the Organizational

Assessment Package (OAP) leadership variable to determine the congruence

between the theoretical factor structure and the empirical factor

structure. Forty-five leadership variables selected as independent

variables over which leaders exercise considerable power if not control.

These were included in the analysis. Three factor analyses were

computed. The first included three cuts of officers and three cuts

of enlisted men according to whether the leader was perceived by
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Table 7

How Often Are Meetings Used
to Solve Problems

Low Rated Leaders High Rated Leaders

Response N=8715 % N = 11290 %

Never 4293 49.3 1096 9.6

Occasionally 3305 37.9 4113 36.4

About Half the 709 8.1 2293 20.3
Time

All the Time 408 4.7 3800 33.6

Table 8

Followers' Career Intent

Low Rated Leaders High Rated Leaders

N = 8500 % N= 10944 %

Retire 443 5.2 720 6.6

Will Continue 2472 29.1 4982 45.5

Most Likely 1358 16.0 1789 16.3
Continue

May Continue 1469 17.3 1604 14.7

Most Likely Not 1152 13.6 986 9.0

Separate 1606 18.9 863 7.9
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followers to be in the upper, middle or lower third on the Management-

Supervising 818 factor. The initial factor analysis used on the twelve
2

factors identified during the previous analysis of the OAP. The second

and third analysis used the same cuts. However, the varimax rotations

included only those factors with an initial equinvalue of 1.0 or greater.

The factor analysis revealed loadings on a generalized leadership

factor of information processing that is necessary for the maintenance

of work structures and interaction. The initial analysis included

from twenty eight to thirty three variables with loading exceeding .4.

The generalized nature of the factor was further affirmed by the marginal

loadings of ten to thirteen variables ranging between .2 and .399.

The specific factors were identified and interpreted after verimax

rotation. Three major analyses were computed. The first included

the twelve factors previously computed on the basis of the ninety three

OAP variables. When the forty five leadership variables were computed

on a sample of lower rated officers the primary factor consisted of
the supervision management variable, consisting of nine variables.

These variables generally reflect an attitude toward the supervisor,

however, since the factor occurs as the primary factor among lower

rated supervisors it may be labeled as perceptions of the manager's

communications and technical expertise. When considered in light of

the 404 Planer and the 405 performance standard variables the 400

variables can be labeled as the followers' perceptions of the manager's

skill.

The other five analysis based upon the twelve factor structure

revealed that the"three hundred"variables pertaining to communication

or organizational climate was the primary factor. Seventeen variable

uniformity load on this factor at .40 or greater. The naming variables

were those of adequately information .86 and accuracy of information

.75. Interestingly, the factor was the secondary factors of lower

rated leaders and included only five of the variables. The third

factor consisted of job expectations, (217); goals realistic, (221);

goals clear, (273); and goals specif4, (274). This factor is best

characterized as goal clarity. The fourth leadership factor
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included reinforcement or motivation. Three variables are related

to the factor. They are recognition for performance, (V241); personnel

recognition for performance, (V310); and organization reward individuals

on performance, (V316).

The fifth factor in supervisory assistance variables 424 and 428,

supervisor takes time to help me and superior explains my job relation-

ship to mission, load for the higher rated supervisors. Two other

factors emerge from the data these are planning and problem solving.

The higher rated supervisor load on planning V404 and rate high perfor-

mance standard as a unique variable. All analyses included the two

meeting variables as loading at .60 or higher.

The factor analysis computed on factors having an equivalent of

1.0 or greater and including varimax rotation revealed a slightly

pattern. The primary fdctor was uniformly a generalized leadership

communication factor on leadership-communication of seventeen 300

variables. The secondary factor was the division of labor or super-

visory management factor. However, interesting differences are

evident. High rated supervisors, load on the 426-445 service variables

while lower rated supervisor load negatively also on planning and

performance variables V410, 411, and 412. These loadings are high yet

it is evident that follows rate their supervisor low in these matters.

The respective analysis reveals that there is a generalized

factor of leadership. This factor parallels the global process of

communications and work appropriate for maintaining structures for

expectations and interaction. The supervisor through the management

of their work creates the structure through which communications are

perceived and attitudes about work are developed. The varimax rota-

tion of the factors reveals that in conducting their work leaders

communicate expectations about job performance goals in their many

dimensions (see TablelO). Knowledge about the goals, clarity of

goals and specificity of goals parallel the division of labor. A

third factor pertains to recognition of performance. This factor
I

parallels the reinforcement of relevant behavior. The higher rated
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Table 9

Leadership Structure

Theoretical Model Levels OAP Factor Structure

of Leadership High Rated Leaders

Factor # Label
1. Patterned Routines 1 Generalized

Leadership
Behavior

2. Rules and Delegation 2 Division of Labor

3. Reinforcement of Relevant 3 Goal Clarity
Behavior

4. Stimulating Individual 4 Goal Setting
Development

5 Recognition

5. Classification Values 6 Problem Solving
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leaders enact two factors parallel to stimulating individual development.

The high loading on (V435) helps me improve my performance and supplies

feedback about how well I'm doing (V442) load highly on the fourth

specific factor. Another factor is the cooperate problem solving

factor (VO16 and 017). Combined these two factors of assistance and

problem solving characterize the pattern of higher rated leaders.

Another interesting contrast between the higher and lower rated

leaders is clear. The loading of the recognition for performance

variables (241, 210 and 316) account for a higher proportion of the

variance among lower rated supervisors. It is conjectured that this dif-

ference is based upon the possibility that lower rated supervisors use

recognition as an extrensic motivator. While, higher rated super-

visors use recognition as an intrensix motivator. In short, it is

apparent that the factors support the conclusion that the theoretical

levels of leadership are congruent with the factors structure of more

mature and higher rated leaders (see Table 1).

The factor analysis reveals that the structure of leadership

roughly parallels the levels of leadership. Before rotation the

correlation of .40 or greater on a generalized leadership factor

include thirty two of the variables. The factor of the highest loading

are the communication variables of accuracy of information and

adequacy of information. Apparently the leader's behavioral patterns

reflect a consistency and continuity of information. Furthermore,

these patterns communicate standards of relevance and articulation.

The verimax rotation reveals a factor structure that is more

different and systematically elaborate for higher rated leaders.

Their structure pertains to leadership communication, division of

labor, goal clarity, goal setting, recognition and problem solving.

Considering this structure and the apparent meaning the variables

bring to the factors the format for ordering OAP data and the develop-

ment of action plans dictated some revision from that outlined in

Table 7. The format (Appendix A) for the development of action plans is

recommended, further testing.
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V. RECOMMENDATIONS

Two sets of recommendations are relevant to this study. The

first has to do with the consultant use of the OAP data in the formula-

tion of action plans. The second pertains to further investigations.

The OAP assesses the structure of leadership. The generalized leader-

ship patterns include a complex of skills, habits and values. These

skills, habits and values are sustained by the leader almost without

thinking. They are institutionalized in the individual and generally

accepted by the membership. The quality of leadership depends upon

the skillfulness, relevance and consistency of leader behavior. The

OAP reveals that low rated leaders behavior is less skillful, relevant

and systematic. Since every subsequent leadership act is grounded

in the leaders generalized or routine behavior, attention must be given

to strengthen the fundamental leadership skills related to routine

matters. Therefore, it is recommended that the OAP data be

systematically organized according to the levels of leadership and

action plans be developed that treat the most basic problems or

deficiencies before plans include the treatment of higher order concerns

is initiated.

As action plans are developed and initiated it is recommended

that the implementation process be documented. This documentation

will be helpful for understanding the change process and the unique

problems or habits that must also be overcome. Undoubtedly, every

individual responds rationally, from their perspective, to the leaders'

expectations. Initiating a rational model is fraught with many

problems. Understanding these problems may depend upon documentation

as change is planned and initiated.

The second set of recommendations pertains to the continuous

study of leadership. To the extent that there is a generic structure

of leadership, "leadership style" will begin to have less meaning.

Undoubtedly the matching of leadership and followers "style" has much

meaning. However, change is based upon skills and habits that are
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relevant to task accomplishment. Regardless of the leader's style

certain skills improve the quality of life individually and collectively.

Therefore, it is recommended that continued study of the generic

leadership skills be continued. Second, it is recommended that the

forty-five leadership variables be studied for the relationships they

have to the situational and output variables. (We know that the

Supervisory Management 818 factor is related to problem solving behavior

and intent to continue in the service). Continued study of the specific

leadership variables and the relationship to output variables would

be of continued value.

The final recommendation is to study a sample of superior, excellent

and average leaders. This study could serve as a beginning of a longi-

tudinal study of leadership development in the Air Force. A stratified

sample of Air Force ranks would enable the investigator to understand

the dynamics of leadership development and the career pattern of
superiors, excellent and average leaders from the perspective of both
the position sampled and the perspective of the individual.
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Appendix A

Leadership and Management Development Center
Maxwell Air Force Base

Maxwell, Alabama

Action Plan Guide

OAP Variable Relationships

Factor #1 Relevant to Output Training Alternatives

Variable Mean Variable Mean

300 210

301 250 Visibility

302 239 Time Management

303 705 Listening Skills

304 709 Hygenic Motivation

304 Communications

304 Organizational
309* Skills

310 Officership
311 Brainstorming

312 Management by
Objectives

313

314

315

316

317

318*
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Action Plan Guide - Continued

Factor #2 Relevant to Output Training Alternatives

Variable Mean Variable Mean

428 250 O Organizational/

431 251 Assessment

433 252 Delegation

434 _253 Human Resource Mgr.

435* ___216 __

436* 216 Managing the
436 _259 Technical Worker

437 260

439 _264 
Human Resource Mgr.

442* 265

Factor #3

Variable Mean Variable Mean Training Alternatives

217 Motivational Models

221 Goal Setting

273* 019 MBO

274* Targeting

Job Descriptions

62-46
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Action Plan Guide - Continued

Factor #4

Variable # Mean Variable Mean Training Alternatives

404* 251

405* 209 Team Building

410 238 Leadership Style

412 240

413 109 Conferencing

416

424

426

Factor #5

Variable Mean Variable Mean Training Alternatives

241* 215 Recognition

310* 275 Organizational
Assessment

316* 239 Job Enrichment

Factor #6

Variable Mean Variable Mean Training Alternatives

016* 109 Problem Solving

017* 307 Meeting that Matter

308 Conflict
Resolution

*Naming variables
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REPORT 1

FITTING NACA CAMBERED

AIRFOIL DATA BY SPLINES

By

Louise A. Raphael

"... the experience should stiffen your backbone - you might

call it splining your spine."

Anon

ABSTRACT

The question of finding the'approximating function which best

fits NACA cambered airfoil data and gives accurate information about

the first and second derivatives is investigated. It was found that

if the data is noisy, the best algorithm is the IMSL least squares

approximation by cubic splines for variable knots. Cubic splines and

derivatives have been calculated for the NACA data. To insure that

users of the IMSL or Hewlett-Packard codes understand the basics of

spline theory, an expository report on splines has been included.

Finally, suggestions for further research is offered.
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I. INTRODUCTION:

Numerous families of airfoils have been constructed by the National

Advisory Committee for Aeronautics (NACA) to study the characteristics of

airfoils in order to determine the shapes that are best suited for

specific aerodynamic purposes. These airfoils have been tested in wind

tunnel and computer experiments.

The airfoils are composed of a thickness envelope wrapped about a

mean camber line as shown in Figure 1. The mean camber line is halfway

between the upper and lower surfaces of the airfoil and intersects the

chord (horizontal) line at the leading and trailing edge.

Sse -Th 'i s n= i-tion

.E " '-x - Chord lirnTE

Fig. I Imporunt leOmemical vara les.

Some of the geometrical variables of the airfoil include the maximum

camber zc of the mean camber line; its distance xc behind the leading edge

(LE); the maximum thickness tmax and its distance behind the leading edge.

Varying the geometrical variables affects the angle of attack and consequent-

ly the lift and drag. These various families of airfoils are specifically

designed to show the effects of varying the geometrical variables on the

aerodynamic characteristics. The experiments verify the effects of these

variables. Thus a specific shape can be chosen for a specific purpose.

After the airfoil has been selected for a specific purpose, it is

necessary to fit curves to this data in order to study other aerodynamical
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phenomena. For example, airfoil coordinates and slopes are used to generate

transonic oscillatory pressure distributions for'transonic unsteady aerodynamic

analysis. So the immediate concern of finding functions which give a best

fit to NACA airfoil data generates the more fundamental question: What is

the best algorithm for fitting curves through noisy data which gives accurate

information about slopes and curvatures at the data and interpolative points?

The answer is found in the theory of splines. In particular, for noisy

data an answer is the algorithm for the least squares approximation by cubic

splines wtih variable knots.

II. OBJECTIVES

The main objectives of this project are threefold:

(1) To apply modern and classical spline theory to determine the best ap-

proximating function to fit cambered airfoil data, and to calculate the

first and second derivatives at the data points. The airfoil data used was

compiled by the National Advisory Committee for Aeronautics (NACA).

(2) To determine which computer code of the IMSL library for cubic splines

is best suited for the noisy NACA data, and to note the limitations of that

code.

(3) To write an expository report on the basics of modern and classical

spline theory, so that the users of the code at the Air Force Laboratories

understand the mathematical ideas involved.
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Ill. SPLINES

Ill. A. Heuristic Motivation

The age old problem of data fitting is based on two information

components of the data (x , f(x )). The first is the trend of f(x), andn n
the second is the error or noise in the data. The goal is to fit the data

by some function F(x) such that F(x) represents most of the information

about f(x) contained in the data and as little of the error as possible.

Usually a set of functions Cui]: I is selected. The funtion F depends on

parameters [cij]= l to be determined. The art is to select F(x) so that F

depends linearly on the parameters, where k is both large enough so that the

kdata is represented by a proper choice of the cil= 1 and at the same time

k is too small for reproduction of the error or noise.

Least squares approximation is a popular technique in defining the

approximating function F. Although F may fit the data points closely, it

may oscillate between these points so that the numbers it gives for the

slopes are totally unreliable. To overcome this inherent deficiency, it

is both accurate and efficient to fit a set of data points by splines!

There are two ways to define spline functions. In the beginning of

spline theory (1946), a spline of order k was defined to be a piecewise

polynomial function of degree k-l on some (finite or infinite) interval,

agreeing with the data and having k-2 continuous derivatives there. So,

under these constraints, a cubic spline is a piecewise cubic polynomial

function on an interval, agreeing with the data points, and having both

first and second derivatives continuous. In section V, we construct the

cubic spline from this viewpoint and apply it to curve fitting of cambered

airfoil data, but the bias of the expository report is strongly directed to
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the usefulness of splines being defined as a linear combination of B-splines.

B-splines are basic. Studying B-splines means looking at piecewise poly-

nomial functions. The principal advantage is that if a B-spline has multiple

knots (points at which the behavior of the approximating function F is con-

strained), then it can be replaced by a B-spline similar to it with simple

knots. In other words, B-splines are stable under sufficiently small changes

in the positions of the knots.

On the other hand while spline interpolation is, in general, more

accurate than some standard polynomial interpolations, there are cases where

this is not so. For example, cubic Hermite or cubic Bessel interpolations,

with their Tess restrictive constraints, could be preferred to a cubic

spline. B-splines generate both classes of curves - the cubic splines and

the cubic Hermite, Bessel interpolations.

IFrom a practical standpoint, B-splines are efficiently coded for computer
use. For example, Professor David Lee of the Department of Mathematics of

the Air Force Institute of Technology has developed a B-spline code for a

maximum of 200 data points.

63-8
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III. B. BACKGROUND DEFINITIONS AND EXAMPLES:

In this section, we review the basic definitions needed to

understand the concept of a B-spline. Let k be a positive

integer and let t < t1 < t2 < ... < tn be a non-decreasing sequence of

points for which a function f is defined. First, we review the defini-

tion of the kth divided difference for a function.f.

1st divided difference: fit0, t1 ] = f(t1) - f(t )

t -t
I  o

2nd divided difference: ft, t lt t 2 J = 2 f(t) f(t) f(to)

2 t2 -ti t to0

k-th divided difference: fit , t 1 = f.i t2 , ..., tk] - f[to'tl...tk-1]

k tk - to
The polynomial (x-a) is called a power function. A truncated power

function, denoted by (x-a)k , is defined as follows:
(x-a) = max((x-a)k , 0). For K add, this

can be written as: k ((xa)k if x=a

+a 0 , otherwise.

The function f(x) = (x-a)k is a piecewise polynomial with one breakpoint

at 'a'. The derivative of (x-a)k equals k(x-a)k 1. So (x-a)k has k-l

continuous derivatives, with a jump in the kth derivative at 'a' equal to k.

Throughout this chapter, the function f(x) = (t-x)k[to, ti, ..., tk ]

denotes the k-th divided difference of the function (t-x) k evaluated at

to , tit ...9 tk for the variable t.

The theory and FORTRAN programs to evaluate B-splines and splines

are elegantly and completely presented in Carl de Boor's A
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Practical Guide to Splines [3]. The rudiments of B-splines and spline

theory is presented herein, so that anyone using an IMSL code to fit a

spline curve through a set of finite two dimensional data points under-

stands the basics.

The knots of an approximating function f is the set of points at which

the behavior of the approximating function f is constrained. The knots

are, in general, unequally spaced and may appear more than once. An

example of such a knot sequence is {0,O,O,l,4,4,6,9,9,91. In basic terms,

a B-spline is a scaled k-th divided difference of a truncated power

k-i
function (x-t) " evaluated at the knot sequence.

We remark that if one is using a cubic spline to fit some data and

has the need to calculate the slopes and the curvatures of the approximat-

ing function, then all the knots are simple (i.e. appear only once), except

possibly for the endpoints.

Let {t I1n be a finite non-decreasing sequence of real numbers. Let

k, a positive integer, denote the order of the B-spline. The l-th B-spline

of ordpr k for the knot sequence {ti n=o is denoted by B. and is

defined as follows:

k = 2: B i,2(x) = (ti+ 2 - t)(t - x)+[ti, tl+l, t1+21

k = 3: B i,3(x) = (ti+ 3 - - X)2(tit t +l, t

k: B i~k(X ) - (tl~ - t )(t - X) 'l [tit ti+ , ... , tl~]

We now present the linear and quadratic B-splines on a knot sequence (which

has been added to i.e., if {tin.0 is our sequence for a B-spline of order k,

63-10
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then one adds k points and defines the B-splines on the knot sequence

nt)+k.

EXAMPLE 1: Let k = 2. By definition, the i-th linear B-spline is

B (x = (t - x).jt1,1 t1,)-(i,2 i+l't1+ 2] - (t- x)+[titi+ I]

(t i+ 2 - x)/(t i+ 2 - ti+l ) on t i+ l !< x <ti+2

(x - ti)/(ti+l - t i ) on t i < x < ti+l

0 otherwise

So evaluatinq B i,2(x) at ti, ti+1,1 ti+ 2, we see that Bi,2(ti+ l) 6ii,

where 6i is the ever popular Knonecker delta (i.e., 6i. = 1 if i = j and

6 = 0, otherwise). Moreover, the graph of Bi,2(x) is the hat function.

iiX

Bi,2B.1,

EXAMPLE 2: Let k=3. By definition, the i-th parabolic B-spline is

Bi(X) = (t-x)2[ti, t t 22 ]

(t - x)2 /(ti - - ti on t, x
it+3 i t3i+2)(i+ 3  ti  o i+2 __x < ti1+3

( ti+3- ti+ (t i+ -ti W- (ti+2-t i+l)(t i+-t i

on ti+ l <x < t1+ 2

(x - t i ) 2

(ti+2 - ti)(ti+l - T)  on t i <s t < t i+ l

0 otherwise

63-11
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Evaluating B V3 at ti, ti+1 1, t 1 +2 , t 1+3

we have Bi,3(t i) B Bi,3(t i+3) 0;

Bi3 (t i+2) = ti+ 3 - ti+ 2  and

ti+3 i+ l

BV'3 (ti l) = ti+l "ti

ti+ 2 - ti

The graph of B1i,: on [ti, ti+ 3] is parabolic, and for simple knots

would be of the following shape

ti t+1 ti+2 i+3

The graph of Bi, 3 for multiple knots could be of the following shape

ti  ti+1 = ti+2 ti+3

Before we exhibit the i-th cubic B-splines, we state some useful

properties of B-splines.

PROPERTY(i): Bi, k has small support. B. ,k(X)= 0 for x < ti or x > ti+k*

'PROPERTY(ii): Bi,k is positive on its support. Bi,k(X) > 0 for tI < X < ti+ k .

m PROPERTY(iii): The B i,k'S are a partition of unity (with (I) and (ii)).

63-12
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s-I
Ei Bt k(x) =t -k Bik(x) 1 for tr < x < ts-

PROPERTY(iv): Recurrence Relation for B-spltnes.

(ti tI x ti+ I

B ,1 =  otherwise

and

B. (x-t i) Bi kl(X) + ti+k -x Bi+l
ti+k-I t i  ti+k-ti+l

As constructing the cubic B-spline by definition would be extremely

tedious, we exhibit the i-th cubic spline by using the recursive relation

property (iv) for B-splines. So when k = 4,

Bi, 4(x) = (x-ti) B i,3(x) + (ti+ 4-x) Bi+1 ,3(x).

ti+3-ti ti+4 ti+ l

For equally spaced knots, the B-splines are pleasing to write down.

For a clear exposition of this case, see Prenter [5].
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III. C. SPLINES

Finally, we come to the definition of a SPLINE. A spline function

of order k with knot sequence t = {ti} is a linear combination of B-splines

of order k. The collection of all such rewarding functions is denoted by

$k = {E aiBi,k(x)lai is real for all U}. In other words, $k is a lineari

span of B-splines of order k.

So we finally see why B-splines are basic (1). They are the standard

functions to express a spline function. But also they enable us to differentiate

and integrate spline functions with ease.

PROPERTY (v): Derivative of a spline. The first derivative of a spline

function ZaB. - is found by differencing its B-spline coefficients
i 1 fnt

s s+l ai'ai-I
D[ E= iBi,k = E (k-l) Bi  where = -- 0.

i r i r ti+k- l ti Bk wh an as~ *

The j-th derivative of a spline:

DJ[ZaiBik Ea!J )B

1 ' ~ i 1 ~ -

with

ar for j =O

a(J+ ) =r (j) - a( )I for j >0

(tr+k-j - tr)/(k-j)

PROPERTY (vi): Integration of a spline:

x

n s-1 I

) aBi,k(s)ds = E [z aJ(tj+k-tj)/k] Bik+l(x) on tI 
- x .ts.

tI

Now, we identify the class of spline functions of order k defined on a
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knot sequence t with the space, Pk,w,c' of piecewise polynomial functions of

degree k-i defined on a breakpoint sequence w from which the knot sequence

t is constructed. The subspace Pk,w,c consists of those piecewise poly-

nomials which satisfy continuity conditions, c, at the breakpoints of w

(those points at which a new piecewise polynomial function is defined).

Speaking in layman's terms, we first choose a strictly increasing

sequence w of real numbers such that wl< ... < w.. This is our breakpoint

sequence. We then have a space of piecewise polynomials of degree k-l

(order k) defined on the breakpoint sequence w. At each of the points w2,

w f has a continuity condition. For example it might be that fn

must have both continuous first and second derivatives at the breakpoint w3.

Let ci (i = 2, ..., Z-l) denote the number of continuity conditions on f at

wi. In our example, if f has continuous first and second derivatives at w3

then c3 = 2.

Let k be a positive integer and n denote the dimension of Pk,w,c* By [3]

we know
Z-1

n = dimPk,w,c = k- E11..

This n is the number of linear parameters needed to best approximate the data.

Next a knot sequence {t in+k is constructed as follows:Si=l i osrce sflos

ti < ... t k  wl<tk+l  . . t n  f w._ l  < w, tn+l  ... tn+kl

k elements k elements

The relation between the occurrences of knots and number of continuity points

is that the number of knots at wi equals the order k minus the number of

continuity conditions at wt.

Finally it can be proved that the set of k-th order B-splines, Bl,k...,

8n,k constructed from the knot sequence (t -0~k is a basis for both $k and
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Pk~ considered as functions on [tk-2. tn4.lJt(wo, w J. Thus

$k= P k,w,c on [t-2 tn~1J.

To convert a B-spline representation to a Pk,w,c representation and

conversely see de Boor [3].

We now know that the spline coefficients are linear combinations of

B-splines. That is any spline function sk c $k can be expressed as

n
kx)= jE Ia jB.~~x

where the real numbers ai are to be found as follows. Let L, be the linear

functional defined on the space of all functions whose k-l derivatives exist

by

L k f i E _~--~--rx)r~ o all f

with

G(x) =(t 1~1 -X) ... (tk x)/(k 1 )1 and x1  tt~) In

particular

L1 (Bjk) 6= for all J.

So
n n

Lisk(x) Li jE ajBjkx = E a.LiBj

n
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k-i -- k--x
rmO

where D rsk (x) is obtained from property (v).
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III. D. NOISY DATA AND IMSL SUBROUTINES.

There are various algorithms for constructing approximating functions

by spline functions. The IMSL library codes include the cubic spline

interpolation, approximation, and smoothing routines. The interpolation

routines are used only if the data is accurate and it is assumed that a

smooth curve passes through the data. The smoothing routines were developed

to be used with contaminated data. The user can specify conditions for

detecting and correcting points that are in error (of about 10%) and compute

new values that give a smooth curve.

Finally, the least squares approximation by cubic spline is the code

which is used for noisy data. The calculated data values F(I) are assumed

to contain small random errors. The code selects the spline function S which

(minimize the least squares error

NX 2
E [F(I) - S(X(I)] WT(I)
1=1

where WT(I) is a weight function and NX is the number of data points.

In the IMSL codes the knots X(l) = XK(l) < XK(2) < ... < XK(NXK) = X(NX)

are distinct and define a partition on the domain [X(l), X(NX)) of the function

F. The NXK denotes the number of knots. In these codes, a cubic spline

function is any function S defined on [X(l), X(NX)] which is continuous,

has continuous first and second derivatives, and is equal to a third degree

polynomial on each of the subintervals defined by the knots.

In our research, we used the ICSVKU and DCSEVC subroutines. The

ICSVKU computes the least squares approximation to a given set of points by

cubic splines with a given number of knots. The placement of knots is

critical. ICSVKU starts with a given set of knots and varies them one by
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one in order to determine the knot locations that minimize the least

squares error. The subroutine DCSEVU evaluates the first and second

derivatives of a cubic spline.

The following cubic spline representation is used by the IMSL

subroutines:

S(P) = C(I,3)*(P-XK(I))3 + C(I,2)*(P-XK(I))2 + C(I,l)*(P-XK(I)) + Y(I)

where XI(I) P < XK(I+l) and where the vector Y of length NXK - 1 and

the NXK - 1 by 3 matrix C uniquely define a cubic spline function S.

An illustration where the number of knots NXK is 4, giving 3 subintervals

now follows:

OUTPUT

(Least Squares) ERROR = .023

WE'RE THE KNOTS

0.0 .57 .8 1

Y(1) WE'RE THE SPLINE COEFFICIENTS

.12 -.2 -3.1 5.6

.32 .66 2.6 -9.3

.41 1.4 -4.5 6.2

So for a point P E [.57, .8] the spline approximation gives

S(P) = -9.3(P-.57) 3 + 2.6(P-.57)2 + .66(P-.57) + .32

A word of caution, if at an endpoint b the slope of the approximating

function f is arbitrarily large, one counteracts this by adding a data point

where x is sufficiently close to b. This has the effect of not permitting

the spline to zoom off, for it forces the spline to fit the actual path.

Also, one should place the knots closer to the point b.

In fitting the spline curve to the cambered airfoil data, it was

sufficient to place the knots closer to the leading edge, in order to

63-19
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significantly reduce the error between the actual data and the calculated

values.

Moreover, one must be cautious in how many knots are being used in

the code. Although the IMSL code, ICSVCU, states a maximum number of

twenty-eight knots, it was found for cambered airfoil data that if more

than sixteen knots were used, bizairre results were obtained. For example,

when 26 knots were used for the NACA 64A010 data, the interpolations points

between the calculated data points oscillated between positive and negative

values.

If an experiment needs more knots than allowed, the scientist-

engineer is encouraged to contact Professor David Lee of AFIT's Department

of Mathematics, who has a B-spline program for a maximum number of two

hundred knots. But this would mean a different spline function for eacht subinterval determined by two adjacent knots.
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IV. IMSL OUTPUT FOR NACA 64 A410 AIRFOIL

An IMSL least squares cubic spline computer program was written

especially to determine the best approximating function for the shape

of cambered airfoil data. But, it is emphasized that this program will

work in general for any set of noisy data. The program accepts tab-

ulated values of X(I) and F(I). It first places the knots so that the

least squares error is minimized. It then solves for the spline co-

efficients and then calculates the new F(I), denoted by CF(I); the

error between F(I) and CF(I), denoted by E(I); the first and second

derivatives denoted by DS(I) and DDS(I) respectively.

Table I gives the input data for the NACA 64 A410 airfoil upper

and lower surface. Tables 2 and 3 list the output for the airfoil

using sixteen and four knots respectively. We knon that the least

squares error for the sixteen knots is 4.9348 x 10 and for the four

knots is 4.2962 x 10- 4. As the data is noisy and it is easier to cal-

culate the spline function for four knots, it is both practical and

efficient to choose the four knot program.

NACA 64A410 Airfoil

rigure 2. Airfoil Ued for Applications
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Table 1. Coordinates for RACA 64A410 kirfoil

Upper Surface lover Surface

x r (x) xr (x)

0.0 0.0 0.0 0.0.00350 .00902 .00650 -.00678.00582 .01112 .00918 -.00796.01059 .01451 .01441 -.00969.02276 .02095 .02724 -.01251.04749 .03034 .05251 -. 01592.07230 .03865 .07770 -.01919.09737 .04380 .10263 -.01996.14748 .05366 .15252 -.02244.19770 .06126 .20230 -.02406.24800 .06705 .25200 -.02499.29834 .07131 .30166 -.02537.34871 .07414 .35129 -.02513
.39910 .07552 .40090 -.02436.44950 .07522 .45050 -.02266.49989 .07344 .50011 -.02024.55025 .07040 .54975 -.01736.60057 .06624 .59943 -.01413.65085 .06106 .64915 -.01086.70108 .05490 .69892 -.00760.75126 .04780 .74874 -.00460.80151 .03967 .79849 -.00229.85148 .03018 .84852 -.00132.90104 .02038 .89896 -.00076.95053 .01028 .94947 -.000481.0 .00021 1.0 -.00021
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V. CLASSICAL CUBIC SPLINES:

A draftsman spline is a long thin strip of flexible wood used for

constructing a smooth curve between selected points. The classical mathe-

matical spline is the abstraction of the draftsman spline. The mathe-

matical cubic spline is a piecewise cubic polynomial which is continuous

and has both a continuous first derivative and continuous second derivative.

This idea to force fit piecewise curves, which are smooth in slopes and-

curvatures at the common points, has given rise to the theoretical and

pratical art of fitting data by splines. In this section, working formulas

(CS-31) for computing a cubic spline based on agreement of data and

derivatives are derived in the standard way [2]. Then programming (CS-31) in

BASIC on a Hewlett-Packard 9830, a cubic spline is constructed through

cambered airfoil data.

First, let denote the mesh a=x0 < x < < Xn = b and SA(x)

denote the spline with respect to the mesh. A table of data is to be

fitted by cubic polynomial splines so that there is a different spline

for each subinterval of A. These subintervals are not necessarily of

equal length. For each subinterval the following four constraints are

imposed on the j-th cubic spline SA (x) on [x jl,xj] for each (j=O, I .... N).

S A(xj) = yj

S1 (x - )  = S6 (x + )
Aj-I - Ai

s11 (x - )  
=  S11 (x+j )

A j j
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As there are four constraints, a polynomial with four parameters,

namely a cubic polynomial, is required for each subinterval. As SA (x)

is a cubic polynomial, S" (xj) is a linear polynomial. Let

M = S"j(x ), and
A j

(CS-2)

hj = x j--xj for (j=o, 1, 2, ... ,N)

Then the linear equation of S. (x) on [xj-1 - xj] passing through (xji1 
Mj.l)

and (x., M.) is

S" (x) = Mj.(Xj-x)/h j + Mj(x-xjl)/h. (CS-3)

Integrating (CS-3) twice gives

SAj(x) = Mj.(Xj-X)3/(6h.) + M1(x-xj.)3/6hj) + aj(xj-x) + bj(x-xj_) (CS-4)

where the linear terms are expressed as the last two terms of (CS-4) so

that S" (x) can be put into standard form.
Aj
[Cf: Ahlberg, Nelson, Walsh; eq (2.1.2), p 10]

To solve for A., let S" (xj_1 ) = yjl and solving (CS-4) yields

YJ-1 = Mj-l(xjxj-I) 2/6 + aj(xj'xJ-1 ). (CS-5)

So

aj = yj/hJ+ l - Mjlhj+1/6. (CS-6)

To solve for bJ. let SA (xj) = yj and substitute in (CS-4) and find

b = y - M h /6 (CS-7)
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Now the crux of the development of the construction of S. (x)
J

remains in satisfying the continuity of the first derivative at each

xj-.

Namely, we need

S A(xli-+) s. (xj- ) (CS-8)

where

S j(xj.+) -M - 1h i/3 -Mjhj/6 + (yj-yj-I)/hj (CS-9)

and

S~j~l(Xj_l-) = Mj~lhji/3 + Mj_ 2hji/
6 , (yjI - Yj-2 )/hj-I (CS-IO)

Thus the continuity at xj~l yields by means of (CS-9) and (CS-lO)

(yj-Yj_l)/hj - {yj-l-yj-2)/hj. 1 = ?jl2hj_i/6 + (h. + hjml)4.i'/3 + M I.h/6 (CS-II)

So equations (CS-ll) for j a 2, 3, ..., N gives N-1 simultaneous

equations in the N+l quantities Mo, MI M, 29 ... MN So two additional

conditions must be determined. In particular the end conditions must be

specified. Let S (a+) = y; and S (b-) = y n" So from (CS-9) (j-l)

S' 1(a+) = yo' - ohl/3 - Mlh1/6 + (yl-yo)hl, (CS-12)

giving

2Mo + M = 6[(y1-y0)h- yJ/hl. (CS-13)
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In general, (CS-13) is written as

2t1o + 6M1  do. (CS-14)

Similarly by (CS-IO) where S (b-) y, the following is obtained for

j-1 = N.

MN_1 + 2MN = 6(y - (YN-YN-1)/hN]/hN  (CS-15)

This in turn is expressed in the general form

UNMN.I + 2MN z dN (CS-16)

Introducing the notation

Aj. 1 z hj/(h. + hi. 1 ) and Pj- - 1 -. J_ 1 for (j = 2,3, ... , N), (CS-17)

the continuity requirement (CS-11) becomes

ij-lMj-2 + 2Mj-1 + Xj-IMj = 6[[(Yj-Yj-I)/hj] [( yj-1 y j 2 )/hi 1j]]/(hj + h 1 -l)

For this spline, the defining equations (CS-17) and (CS-18) are written in

matrix form as

-2 A, 0 ... 0 0 0 - E,
is, 2 A,. 0 0 0 M, dI

0 2 ... 0 0 0 M, d2

A M= := D (CS-19)
0 0 "0 2 0L MMr, _J-J

0 0 o ... jw_, 2 kvJJM _,J IdV.,
Lo• o -. o P. 2,JLmJ L,

where d (0 a 2,3, ... , N) represents the right-hand side of (CS-18).

For the periodic spline, the derivative,

sA(P)(A+) S (P)(b-) for P - 0,1,2 (CS-20)
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and yo YN No x MN. The defining equations for the periodic case are2 60.. . .0 "0 .X
0 2 0 0 0 m,

O..,2~ 6(CS-21)0 0.. JWMIJJ dLI
0 0'0 PM2A-2NI8 4-

In the matrix equations (CS-19) and (CS-21), the coefficient matrix

is tridiagonal. To find M.i in (CS-19) efficiently on the computer, the

tridiagonal coefficient matrix A is written as a product LU of a lower

triangular matrix L and an upper triangular matrix U. The entries of L

on the main diagonal are I's; below the diagonal, they are the multiples

1..i of row j which are subtracted from row i during Gaussian elimination.

U is the coefficient matrix which appears after Gaussian elimination and

before back-substitution. [For details, see Gilbert Strang's, 
Lineart Algebra And Its Applications, Chapter 1, Academic Press, 1976]

So the (N+l) by (N+l) matrix A is factored as follows:

2O 0... 0 0 0 0 0... 00 0u X 0 ...O0 0 0

U 2XI - 0 0 0 1 0 000 00 0 U 1 X 1 **0 0 0

0 U2 2 ... 0 0 0 L 21 0 0 00 0 U 2 X 2 0 0 0

0 00.. 2 2 0 UN
o o 0.. 1  N- 2 L'- 1N~ 0 UN-2 A-

IN-1 N"2

0 0 0 ... 0- 1 1  2 IN X N 1

2 N0 N

The following equations are obtained from equating the respective entries

in (CS-22).
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Entry

(1.1): Uo a 2

(2.2): )XoL1 + U1 = 2 U1 z 
2 .-XoL1  (CS-23)

(3,3): XlL 2 + u2 = 2 U2 M 2-X1L2

(N+l, N+l): XN.1LN+uN a 2 UN = 24 N-1L N

So in general, uj - 2-Xj_IL j (j=l, ..., N). (CS-24)

Also,

Entry

(2,1): LlUo = p L = 1UI/uo = Ul/2 (CS-25)

(3,2): L2u1 = 112 2 = "2/uI = U2/(2- IL2)

I""
(N+l, N): LNuN_1 = N  LN = PN/UN-l

So, thus far the equations (since all other entries give identities)

are uo = 2

Li Pj/uj. (CS-26)

u = 2-Xj-iLi for (j = 1....., N).

Now let M denote the column vector of M.'s and D denote the column

vector of dj's, (j = o, 1....., N). So the matrix equation

AM = D becomes LUM = D. So

LIM= L1D = T and LT a D
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1 0 0 . . . 0 to  d0

Ll 1 0 . . . 0 t1  i

0 L2  1 0 0 t2  d2  (CS-27)

o 0 L3 1 0

0 dN 1

LN 1 tN dN

By equating entries,

to = d0

tj = d - Lj t l  (j= ... , N) (CS-28)

Now to find the column vector M, use backward substitution for 13= T.

That is,

Uo  Xo  0 0 0 0 M0  to

0 U1  x . 0 0 0 M1  ti

0 0 U2  X2  0 0 0 M2  t 2

(CS-29)

UN- 2  xN-2 0

UN- XN1 MN-I tN-l

UN  MN tN

So

Entry

(N+1, N+l): UNMIN TN --> MN TNIUN

(N, N): UNIMN1l + xNIMN = TN-l -.> MNl- (TN] - XNIMN)IUN-1

(N-i. N-i): UN 2MN 2 + X.N-2N-1 TN2  -> N- (TN2 - XN2NI)IUN-2
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So, in general,

MN i , (TN-j - ,JMN-+l/UN. (J = 1,2, ... , N) (CS-30)

So finaly, the general working formulas are

Lj -Il /ujl

uj z Xj-1' Li
(CS-31)

t. = d. - L tj.1

N j = (TN.j - XN.j M N-j+l)/UN-j (I - 1, 2, .... N).

Remark. These equations are equivalent to (2.1.20) and (2.1.21) derived in

Ahlberg, Nelson and Walsh. The derivation of analogous working equations for

the non-periodic case (CS-21) is similar.

A code for formulas (C-31), written by Professor Dennis Quinn of AFIT

for the Hewlett-Packard 9830, was used to fit international airfoil data.

This data is presented in the next section.
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VI. OUTPUT FOR NACE 64 A410 AIRFOIL

A computer program for the Hewlett-Packard 98-30 was written to

determine the cubic spline which best fits the cambered airfoil data.

In this case all twenty six of the X values were used as the knots.

The plot of each of the cubic splines was accurate. The program accepts

tabulated values of X(I) and F(I). It solves for the spline coefficients

and then calculates new F(I) and the first derivative DS(I).

Table 4 lists the output for the NACA 64 A410 airfoil upper surface

using the twenty six points as the knots.
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Table 4: SPLINE OUTPUT for NACA 64A410 UPPER SURFACE
with TWENTY SIX KNOTS

SPLINE COEFFICIENTS
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VII. RECOWIENDATIONS

Whether we used the least squares approximation by cubic splines

or the interpolation cubic spline routine to fit the cambered airfoil

data, the curve fits are exact. In particular, contaminated data was

not smoothed out by the spline routines. So one avenue of research

would be to see the effect of first applying a smoothing spline routine

as a preprocessor (to get rid of the contaminated data) and then apply

the least squares approximation by cubic splines.

A second avenue of follow-through research on wings, of use to

the Air Force, would be to write a technical memorandum on three dimen-

sional surface fitting by splines of aerodynamical data such as mode

shape of wings in computer graphics.6
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REPORT 2

Inclusion Theorems for Absolutely Summable Abel

and Stieltjes Methods for Improper Intearals

Louise A. Raphael
2

Abstract

The Stielties summability method for divergent Integrals, whose

Stielties means are of bounded variation on the half line, is defined.

This method is said to be absolutely sumnable Stieltjes. The main results

prove inclusion theorems between two absolutely summable Abel methods and

the absolutely summable Stieltjes method.

1) This paper will be jointly submitted for publication with Professor
Harvey Diamond of West Virginia University.

2) Research supported by Air Force Office of Scientific Research at
Wright Patterson AFB.
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1. Introduction. Let {x }1 be a non-negative, monotonically increasingno0

unbounded sequence. The infinite series If is said to be Abel summableAn

to the sum L, if the sum function O(s) = If exp(-x s) converges for everynn n

s > o and its sum function *(s) * L as s - 0+. A classical theorem due

to Hardy [2) states that Abel summability for {x 10 is weaker than Abel

summability for {ln(xn)}; , x, > 1. D. Rath [7] proved an analogous in-no0

clusion theorem for these Abel summability methods where the sum functions

Znfnexp(-xns) are of bounded variation on the half-line (o,-).

In £8] Tikhonov introduced a reqularization operator to sum Fourier-

like series whose coefficients were perbturbed. The summability method

associated with this operator was studied by Hudak [3]. In deriving a

stable method for summing eigenfunction expansions under the L2 (o,-)

pertubation of the coefficients, Raphael [6] extended this new summability

method to divergent integrals. This summability method is now called

Stieltjes summability, because of its close relationship with the Stieltjes

transform.

This paper is solely concerned with Abel and Stielties summability

methods for divergent integrals whose summability means are of bounded

variation on (o,-). These methods are called absolutely summable.

There are three inclusion results. The first proves that absolutely

summable Abel plus convergence of the Stieltjes means implies absolutely

summable Stielties to the same sum. The second states that absolutely

summable StieltJes and convergence of the Mellin transform implies abolute-

ly summable Abel with respect to In x to the same sum. The third is an

immediate corollary of these theorems. It is an extension of Rath's result

[7] for absolutely swuable Abel methods for infinite series to absolutely

summable Abel methods for divergent integrals.
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2. Basic Definitions and Results. So that this paper is self contained,

definitions and results needed in the proofs are stated in this section.

All functions are Lebesque measurable, locally integrable real valued

functiou, defined on the half line [o,-]. The integral ff(x)dx means
0

lim faf(x)dx provided the limit exists, or equals infinity.
a-. 0

First we define Abel and Stielties summability methods for divergent

integrals and state the propositions in [6] needed in our proofs.

Definition 1. The integral rf is summable by the Abel method A(x) to the
0

sum L, if the Laplace transform of f, fexp(-xs)f(x)dx, converges for
0

s > 0 and lim ff(x)exp(-xs)dx = L. We write ff = L A(x) and say rfS-"O 0 0 0

is Abel sumrable to L.

Similarly, ff is sunmmable by the Abel method A(ln x) to the sum L,
0

if the Mellin transform of f, Pf(x)x-Sdx = ff(x)exp(-sln x)dx, converges
0 0

for s > 0 and lim f0f(x)x'Sdx = L. Here we write ff = L A(ln x).
S-bo 0

Definition 2. The integral rf is sunmable by the Stieltjes method S(x)
0

to the sum L, if fwf(x)(l + bx) 1 dx exists for b > 0 and l fwf(x)(l + bx)-Idx

L. We write ff = L S(x).
0

Propositions 3 and 5 state inclusion results between Abel and Stieltjes

summability.

Proposition 3. If ff = L A(x) and f0(1 + bx)'If converges for b > 0, then
0 0

rf = S(x,l).
0

In the proof of Proposition 3, the*Stieltjes mean fof(x)(1 + bx)-ldx
0 1

expressed as a twice iterated Laplace transform Pf(x)(l + bx)' dx =
0

(1/b)fexp(-s/b)f:f(x)exp(-xs)dxds. The next proposition was needed in
0 0

the proof of Proposition 5 and will be used in the proof of our main results.

Proposition 4. If the integral ff(x)exp(-slnx)dx converqes for s,
0

o< s < 1, then fmf(x)exp(-slnx)dx = [(sin 7s)/71fObs-ff(x)(l + bx)'Idxdb

for 0 < s<l.
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Proposition S. If G(s) - ff(x)exp(-slnx)dx converges for 0 < s < 1 and
0

I'f - L S(x.1), then fff a L A(ln x).
0 0

We recall the definition of a function f to be of bounded variation on

(0,-). Let a function f be defined and finite on the interval [a,b]. The

interval [a,b] is subdivided into subintervals by means of the points

x0 = a < x 1 < x2 ... <x = b, and we form the finite series sum

V = Z lf(xk+l) - f(xk)I , (k = 0, ..., n)
k

b
We denote the least upper bound of the set of all possible sums V by V(f).

b a
If X(f) < -, then f is of bounded variation on [a,b]. Now let f be defined

for all x, 0< x < -. If )<- for all a< b. and if supV(f), for a< b,
a b

is finite, then f is of bounded variation on (0,). The number supV(f) =

V(f), for a < b, is said to be the bounded variation of f.
0Ca

We let BV(o,-) denote the class of functions of bounded variation on

(o,-) (4].
Definition 6. The integral f'f is absolutely summable Abel to the sum L,

0
if ff = L A(x) and rf(x)exp(-xs)dx c BV(o,-). Here we write f/f = L IA(x)I.

0 0
Similarly, absolutely summable Stieltjes is defined.

Definition 7. The integral frf is absolutely summable Stieltjes to the sum0

L, if f/f = L S(x) and f/f(x)(l + bx) dx c BV(o,-). We write $f - L IS(x)l.
0 0 0

The following Lemma is Rath's [7) version of a classical result due to3r
Knopp (41 . This lemma is true for functions of BV(o,c), c finite.

Lemma B. (Knopp) Suppose that

1. q(s) C BV(o,.)

2. frh(b,s)ds a F(b) exists for b > 0
0

3) Knopp's basic research was supported by AFOSR.
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and

3. $h(bu)du c BV(o,-), uniformly for t > 0.
t

Then F(b) = f'h(b.s)g(s)ds c BV(o,).
0

Proposition 9. If frf = L IA(x)l and rf(x)(1 + bx)ldx converges for all
0 0

b > 0, then fwf = L IS(x)J.
0

Proof. By virtue of Proposition 3, ff = L S(x). So it remains to show
0

that the Stieltjes means fwf(x)(l + bx)-dx belong to the class BV(o,-) for
0

all b > 0. We do this by showing the hypotheses of Knopp's lemma are

satisfied.

The integral ff(x)(l + bx)' dx = b1 fexp(-s/b)ff(x)exp(-xs)dxdx.
0 0 0

By assumption q(s) = ff(x)exp(-xs)dx belongs to BV(o,). The second

hypothesis is satisfied as blfpexp(-s/b)ds = 1 for all b > 0.

Now, let

Kb(t) = b'If exp(- /b)du = e-t/b
b 0

We now show that Kb(t) c BV(o,) uniformly in t for b > 0.

x TdKb(t) x 2x ~ /

f b db = f tb2 exp(-t/b)db = ct/bJ =

0 1db 0t 0'bd

which is uniformly bounded by one for t > 0 and x £ (o,). So for each

b > 0, Kb(t) c BV(o,-) uniformly for t > 0.

63-42

• \,
......... - .. .... . .



Proposition 10. If ff = I IS(x)I and ff(x)x'Sdx converges for 0 < s < c,
o 0

then .tf - L JA(ln x)1, 0 < s <c - < < c where E > 0 is arbitrary.
0

Proof. Define h(s) - f"f(x)xSdx, 0 < s < c. By Proposition 5,
0

rf - L A(ln x) so we need only show that h(s) e BV (Oc - c3. Given any
0

a,b satisfying 0 < a < b < c, it is easy to prove that h(s) is infinitely

differentiable for s c [a,b). This in turn implies the boundedness of

h'(s) on [a,b] so that h(s) c BV Ca,bJ follows. It remains then to show

that h(s) c BV (O,a) for some a < c. In what follows, we let a be any

number satisfying 4a < min(l.c).

Under the assumption frf = L js(x)f and the existence of f$f(x)x'$dx,
0 0

O < s < c, we have

frf(x)x.Sdx = SiniTSfbs-l [poffLx dx db0 IT ---- 0o l+bxdxb

- iT s 2a ff-x dx) db, 0 < s < c

o (-+b)2a  0 1

To apply Knopp's Theorem we must show first that g(b) : (l+b) 2a " x1 dx c

BV(O,-). By assumption, fT-W dx c BV(D,-) so g(b) E BV(O,0] for any
0 T "TX

finite a > 0. We will show that g(b) c BV [1.-) by proving that

ij'wg(b)ldb < -. Differentiating,
I

gl(b) = 2a(l+ba)2a -f (x  dx - (l+b)2a x__xfx d I
(l+ba) o10+bx O(l+bx))

We rewrite the first integral as ff(x)x"3a (3a) dx. Since 3a < c,S cx
3a

off(x)x3dx exists. We also have b < t and for each b, the function

has a unique maximum. Applying Bonnet's second mean value theorem, we can

obtain
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or%.,x 1 sup x2f()x-3adxlr se constant M.
0 < x, < x 2 xfXXa b a

The first term in (1) is then bounded in absolute value by 4aH/bl+a for

b > 1. The second integral in (1) may be treated in a similar fashion,

so that we obtain I xf(x) dxf< M/b1+3a and can then bound the second
0 (l+bx) 1

term in (1) to be less than 2M/bl+a in absolute value for b > 1. Finally,

we have Ig'(b)J < 3M/bl+a, proving that (g'(b)Idb < - and hence that

g(b) c BV(O,), using the arguments above.

! As it is clear that -T b s(l+b)'Zadb exists, to complete the
proo sinussin bKsn 1  db c BV(O,a]
proof using Knopp's theorem, we must show that - 2,(l-- a

uniformly for t > 0. Integrating by parts gives

sin7Ts t5  sin+s 2a______2
I 0+02a a t (+b)+2a db (2)

Clearly, (sins)/7s E BV[O,a]. Next, it is easily seen that ts/(1+t) 2a < 1

for (s,t) c [O,a) x [0,-); and furthermore, for any fixed t [O,-), the

function is either non-increasing or non-decreasing in s. Thus the total

variation of ts/(l+t)2a is less than 1, uniformly in t > 0. We show next

that the integral in (2) is of bounded variation on [O,a] uniformly in t

by showing that its derivative is uniformly bounded:

d cc bs  .. ln blb s  OIn bi, (lbl+ a db I < fc db < /=db
-t ) t (1+b)1+a(l+b)a 0

where the last step follows from the bound b S/(1+b)a < I for s c (O,a)

and all b > 0. The final integral exists and its value is of course the

required bound. This completes the proof.
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As an Immediate corollary, we have the divergent integral analogue

of Hardy's and Rath's Inclusion theorem for absolutely sumable Abel

methods.

Corollary 11. If ff - L IA(x)H and ff(x)(l+bx)'1 dx converges for all
0 0

b > 0, then JPf - L IA(ln x)j.
0

Proof. The proof follows immediately from the statements of Propositions

9 and 10.
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EVALUATION OF METHOD AND TECHNIQUE FOR FAST

ESTIMATION OF ANTIOXIDANTS IN TURBINE ENGINE LUBRICANTS

by

DASARA V. RATHNAMMA

ABSTRACT

The present work describes setting up of an equipment and evaluation of

the technique and method. Apparatus for determining the total effective

concentration of chain stopping antioxidant species present in lubricants,

described by Mahoney1
, et al, was set up, made leakproof, and calibrated.

Using this equipment, the method of estimating the antioxidant by titration

with peroxy radicals released at a constant rate by the thermal decomposition

of a free radical initiator was standardized. It was confirmed that the time

required for the start of the rapid oxidation of the hydrocarbon substrate of

the lubricant is proportional to the concentration of the antioxidant additive

in the lubricant. The method can be applied to the study of new and used

lubricants and predict possibly a chemical model for the useful lifetimes of

aircraft lubricants.
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I. INTRODUCTION:

The standard methods for testing the oxidative and thermal degradation

of lubricants are very time-consuming. A new and fast method reported in

literature' in recent years was chosen for study and comparison with the

traditional methods. The new method is based upon the measurement of the

time required for the reaction of the antioxidant in the lubricant with the

free radicals formed at a constant rate from a free radical initiator in-

jected into the system.

The apparatus required for this determination was set up during this

summer. A lubricant substrate like cyclohexene in a reaction cell is mixed

with a solution of an antioxidant in n-hexadecane as solvent and equilibrated

with oxygen. A free radical initiator in chlorobenzene is injected into the

cell. The antioxidant concentration is reduced to a minimum due to its re-

action with the free radicals released from the initiator. The time required

for this reaction is recorded on a strip chart recorder. Then follows the

oxidation of the substrate which consumes oxygen. The oxygen pressure falls.

A pressure transducer transmits this pressure differential to an indicator

and the input from the indicator is traced on the strip chart. The reaction

is carried out at a constant temperature of 60cC. The time elapsed before

the start of the oxidation of the substrate evaluates the antioxidant capa-

city of the lubricant.

This method is based upon the kinetics of the reaction between the mole-

cules of the antioxidant present in the additive package of the lubricant and

the peroxy radicals formed at a constant rate from the free radical initiator.

As a physical chemist, this kinetics problem interested me. My specialty in

surface chemistry enables me to look into the allied problems in lubrication

for further investigations in the near future using the facilities at the

Air Force laboratory.
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11. OBJECTIVES OF THE RESEARCH EFFORT:

It was possible to accomplish the first part of the effort set out

during the pre-program visit. After all the components were received, work

was started to construct the apparatus for the antioxidant determination

The apparatus was made leakproof and calibrated.

The goals arrived at during the pre-program visit and goals added later

on according to the letter dated June 30. 1980 from SCEEE are as follows:

"Present technicues used to study the thermal and oxidative

degradation of lubricants can be extremely time-consuming. The

Squires test method, for example, required 196 hours for comple-

tion. On the other hand, the complete oil breakdown rate analyzer

determines the status of an oil in a few seconds. However, it is

difficult to correlate the COBRA reading with what has actually

occurred within the lubricant. A simple laboratory method has

been developed for the determination of the total effective concen-

tration of chain stopping antioxidant species present in new and used

lubricants. The technique has been demonstrated for additive packages

formulated in mineral base automotive lubricants. The principle of

the method is based upon the titration of antioxidant species by

peroxy radicals formed at a constant rate from the decomposition

of a free radial initiator. Past work has applied this method to

the analysis of variety of pure and commercial antioxidants and

samples of new and aged lubricants derived from laboratory and ser-

vice tests. These experiments have shown the decay of antioxidant

species takes place in used samples before significant changes in

other properties of the lubricant occur. Rapid degradation of the

lubricant takes place only when the antioxidant species decays to a

low level. The types of additive packages used with mineral oil

lubricants are different from those used in turbine engine synthetic

lubricants.

The suggested program will last about ten weeks. It will in-

volve setting up experimental apparatus according to conversations

with Dr. Lee Mahoney of the Ford Motor Company, Dearborn MI. The

work done by Dr. Mahoney was funded by AFOSR and should prove

suitable for following additive depletion in synthetic turbine en-

gine oils and will represent a transition from Air Force basic
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research to Air Force exploratory development. Once the experi-

mental apparatus is constructed, experiments will be run on base

stock with no additives as well as fully formulated lubricants

and lubricants that have been degraded using the Squires technique.

Correlation between the results obtained from this very simple

laboratory method and the COBRA instrument and Squires will be made.

Sufficient data should be obtained to result in a scientific publi-

cation concerning the use of this new technique for the evaluation

of gas turbine engine lubricants and the additive degradation which

occurs because of.high thermal and oxidative environments."

The major objective namely setting up and standardizing the equipment was

accomplished. Now by the use of this apparatus, progress on the second objective

of estimating the antioxidant capacity of new and used lubricants can be made.
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III. APPROACH:

The approach taken in realizing each of the above objectives was first

to construct the apparatus required and then to carry out the measurements.

Accordingly, the parts needed to set up the equipment were secured. Once all

the parts and the help of technicians were available, the apparatus was con-

structed as outlined in literature , made leakproof, and checked with a helium

leak detector. A trip to the Engineering Research Division of the Ford Motor

Company was undertaken to visit the laboratory where the apparatus was in use

and to hold discussions with the scientists who had published the paper on the

apparatus and its applications.

The next section contains detailed description of the apparatus and its

operation. Chemicals were purified as noted. The apparatus and glassware

for distillation, recrystallization, drying, and columns for solvent drying

were collected from different buildings. After all the chemicals were received,

they were purified and dried. A miniature chemistry laboratory was set up for

purifying chemicals, making up solutions and for preserving the solutions and

chemicals in stable and safe conditions.

MATERIALS and Purification:

n-hexadecane

Aldrich - Distilled over CaH 2 fraction boiling at 280 C collected and passed

over activated silica gel. Mesh 60-200; Davison Grade H

Chlorobenzene

Baker AnalyZed #1-9179 Lot 842416

Dried over anhydrous CaS ,). Distilled through short glass beads packed column.

Fraction boiling at 1280collected and passed through activated alumina.

Cyclohexene

Fisher Scientific Company Purified Lot 796058 C-94

Distilled from calcium hydride

Fraction boiling at 82 C was collected and passed through activated alumina

immediately before use.

AIBN

2-2' - AZobis (isobutyronitrile)

Recrystallized twice from methanol (CH3)2C(CN)-N-N-CN(C)(CH3 )2 are in a dessi-

cator in a refrigerator. Methanol HPLC Grade, Fisher certified.

Antioxidant

DuPont No. 29; 2,6-di-tert- butyl, 4-methyl phenol. Recrystallized twice from

methanol (HPLC grade Fisher certified) and dried in a dessicator in a refrigerator.
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IV. DETERMINATION OF THE ANTIOXIDANT CAPACITY OF NEW AND USED LUBRICANTS:

METHOD AND APPLICATIONS

APPARATUS AND DETAILED PROCEDURE:
4

Apparatus and Equipment: The apparatus, shown schematically in Figures l.A

and 1.B consists of the following components:

1. Glass reaction cell consisting of a sample area (28 mm i.d. x 30 mm), 1,

an inlet closeable with a serum cap, 2, and a side arm connected to the measuring

system by a coupling (Cajon #SS-4-UT-l-2).

2. Measuring system constructed with coiled 1/8" stainless steel tubing, 5,

and handle, 6, which allows the reaction cell to be raised above the bath

and removed for cleaning; a set of valves, S7 - S9. and $6; and a differential

pressure transducer, 7, (Validyne Model DPl5) range ± 1 psi, connected via

transducer indicator (Validyne Model CPl2), 8, to a strip chart recorder

(Hewlett Packard Model 7100B), 9.

3. Vacuum and gas supply system shich includes stopcocks S1 - S5 and Slog 10

(Swaglok B-200-4 Unioncross), mercury pressure relief valve, 11, mercury manometer,

12, and an outlet for a cpaillary pipet, 13, used for flushing the reaction cell.

4. Submersible magnetic stirrer (Troemner Model 700), 14, and stirrer controller,

15, for stirring the reactant mixture in the reaction cell.

5. Constant temperature bath, 16, Cannon Model H-1 with stirrer, 17, and temp-

erature control system.

Procedure:

1. Flushing and filling the system with oxygen.

a. Close Valves $2, S3 , and S5 except when required to be open.

S2 Manometer

S3 Vacuum

S5 Mercury Relief Valve

b. Open SI . S4 , and S6 - S9

S Oxygen Inlet and fill the system with oxygen. Keep the pressure

in the oxygen supply line only slightly higher than atmospheric pressure.

S4 Entry to system

S - S9 (Valves immersed in the bath)

c. Flush the coil and cell with oxygen having the inlet, 2, open.

d. Open SIO, flush and insert the capillary pipet, 13, through inlet 2 all

the way to the bottom of the cell in order to flush the sample area, I.
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e. Close S6 and S9 and maintain flushing through the capillary (Close S1.
keep Slo open).

2. Charging the reactants to the cell.

a. Charge the required amounts of hexadecane, cyclohexene and sample into

the cell using syringes with long needles (20 cm); maintain oxygen flushing

near the top of the reaction cell.

b. Start magnetic stirring in the cell.

c. Remove the flushing capillary and quickly close the inlet, 2, with a

serum cap.
d. Open S9, close S and S

7 8
e. Allow the temperature to equilibrate for about 15 minutes.

3. Adding the initiator.

a. Start the recorder (chart speed - 0.25 cm/min; full scale - 1V).

b. Inject 0.5 ml of AIBN in chlorobenzene (0.2M) through the serum cap

using a 1 ml syringe with a long needle.

c. Open S7 and S8 momentarily to allow equilibration of pressure on both

sides of the transducer; reclose.

4. Measurement.

a. Open the measuring side of the transducer - open S7 or S8.

b. Record oxygen uptake, i.e., pressure decrease, versus time until the

final linear portion of the curve is sufficiently long to determine the final

rate of oxygen uptake.

c. Open S7, stop recording, close S9 ; discontinue stirring, lift up,

disconnect and clean the reaction cell.

d. Determine the inhibition time, T , graphically.

5. Typical Charge.

a. 9.0 ml hexadecane

b. 1.0 ml cyclohexene

c. 0.5 ml sample, diluted in hexadecane such that n(AH) is approximately
-3 -4

3.5 x 10 . This will give a final n(AH) in the cell of about 1.6 x 10 and

an inhibition time of approximately 45 minutes for pure antioxidant4.

d. 0.5 ml of AIBN in chlorobenzene (0.2M).

All tubing used was stainless steel.

All valves: Brass Swagelok #BOGS 2 (brass toggle switch valves and brass joints)

All Tees: Brass Swagelok Cat #200-3. Swagelok reducers 1/8" - 1/4" Cat 200-R-4

union cross.
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LABORATORY VEHICLE

TESTING TESTING

INIIATOR
HYDROCARBON
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02 z2
W I-
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Fig. 1.5 Peroxy radical titration of antioxidants.
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V. RESULTS AND DISCUSSIONS 1-18

The apparatus was to be tested and the method standardized. The con-

centrations of antioxidant in the standards were as follows (moles/liter):

Antioxidant used: 2, 6 Di-Tertiary Butyl 4 Methyl phenol

DuPont # 29

Solvent: N hexadecane Time

Concentration Run #i Run #2

C1 (Stock): 6.954 x 10- 3M
-3C2  3.477 x 10-M 130
-3C3  2.318 x 10 It 76'

3-
C4  1.159 x 10-3 M 34' 32T

4-
C5  5.795 x 10 -i 15'

C 0 No Antioxidant 6' 8'

It is evident from the curves traced by the strip chart recorder that the

time elapsed before the oxidation of the substrate cyclohexene begins, is

directly proportional to the concentration of the antioxidant in the standard.

In the oxidation apparatus , the antioxidant species reacts with the

peroxy radicals.

AH + nRO2 _. Inactive Products

When the antioxidant is depleted, the substrate cyclohexene is oxidized

rapidly.+ 0 > Q O H

Cyclohexene Hydroperoxides

of Cyclohexene

These products are formed1 via a free radical chain reaction as shown here.

Definitions

The antioxidant capacity of the oil is defined as the product of this

antioxidant concentration in the oil, (AH) in moles per liter and the stoi-

chiometric factor, n, given by the number of peroxy radicals terminated per

molecule of a given antioxidant.

6 4- 12



AIBN Thermal Decomposition N Free Radicala

at 600C

C143  C143  Cfl3

CI1 +II co

ccN

Chain propagation reactions are shown by (2) and (3).

-0.r oo
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Absence of Antioxidants

I o + (4)

With Added Antioxidant

I Q. -, Q+J
00O O H Phenoxy or

Amino Radical

Nonradical Products (6)

C1 00

In the Antioxidant

X represents the oxygen in the phenolic or > NR in the amino
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Rate Equations:

Rate of free radical formation from the decomposition of AIBN:

- 2icK1  (AIBN) - -n r __C -- ................. I

c - efficiency of the free radical formation

K1 = first order rate constant

n = total number of peroxy radicals consumed by reaction

with a total molecule of AH.

Integration of the above equation gives the relationship between the total

number of free radicals produced and the initial concentration of the antioxidant.

2c(AIBN)o (l-E CT) = n (AH)o  . . . . . . . . . . . . . . . . . II

-K 'T
When T is very small, decomposition of AIBN is neligible, e lpol and

2 KIc (AIBN)0  = n(AH) . .. ...... ..... .. .... ..... ...... ...  III

n for the antioxidant 2, 6-di tert-butyl - 4-Methyl phenol is 4. 2K is

equal to the slope of the line (Figure 2) obtained by plotting the experimental

valves of T (AIBN) vs (AH)o .

For the n-hexadecane-cyclohexene-AIBN system at 60
0C,K 1 c - 6.0 x 10- 6 See-

I -6 -
(Mahoney ). Our valve oftKI C = 10 sec

By knowing the valve of 2<c for a system, the quantity n(AH) for an unknown
system may then be determined from equation III by determining T for a given

concentration of AIBN.

Calculation of 2KiE for our System using Commercial Antioxidant DuPont #29

2KIc (AIBN)oT - n (AH)o

n - 4 from literature

From Figure 2 A I& I 4.4 x 10- 6 Sec-1 for our system(AI N)oT

Mahoney and Korcek report 6.0 x 10-6 Sec-I for their system

Limitations of the Method

This method measures only the chain breaking antioxidants. It does not

measure peroxide decomposing inhibitors or metal deactivators. Korcek etal are

of the opinion that still it is a very useful method since it evaluates oxidative

degradation of engine oils in the early stages of use before changes in the other

oil properties are measurable. Also, chain breaking inhibitors are a very

important type of inhibitors in the current engine oils.

64-15
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VI. RECOIMIDTIONS i

It took more time than was anticipated to set up the equipment, eliminate

leaks and other problems, and get a stable working system. Some delay due to

certain factors, if eliminated, could have provided some time for a few experi-

ments on base stocks with no additives and fully formulated lubricants that

have been degraded using the Squires technique. However, each test by this

new technique requires two and one-half hours. In order to compare the data

with the data from other methods, a reasonably large number of estimations are

required. Ten-week summer period was not sufficient for such data collection

especially after a mojor part of the time was required for constructing and

standardizing the equipment. These measurements can be undertaken during the

mini-grant period.

It would be worthwhile exploring methods for the estimation of antioxidants

in engine oils by employing other chemical reactions and techniques with and

without involving reaction rate measurements.

Although it might appear ambitious, a more general method for the estimation

of all of the antioxidants including the chain stopping antioxidants, if developed,

would be more useful. Experimental technique improvement could be attempted.

It would be worthwhile taking up a study of the data available to find out

the pattern, if any, that exists among the various properties of lubricants and

write a computer program showing these correlations.
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DIGITALIZATION OF EXISTING CONTINUOUS-DATA CONTROL SYSTEMS

by

Kuldip S. Rattan

ABSTRACT

A computer-aided method for converting existing multiloop continuous-

data control systems into digital control systems is presented. Digital

controllers are synthesized by matching the frequency responses of the

digital control system to that of the continuous control system with a

minimum weighted mean square error. Formulas for computing the parameters

of the digital controllers are obtained as a result. An example of

digitalizing existing continuous flight controller for the longitudinal

YF-16 aircraft is considered and the results obtained are compared with

those obtained by the Tustin transform.

I
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The results of the study are shown on the chart in Figure 11. The

horizontal axis of the graph depicts the ratio of the static deflection

of an F-4 located at the center of the repair to the static deflection

of the same aircraft on the undamaged runway. The vertical axis represents

the depth of push back, d3, to the depth of the crater, R. d3/R equal to

0 represents the situation where the crater is completely filled with

compacted limestone. d3 /R equal to one would represent the situation

where only push back material was used to completely fill the crater.

For the two subgrade soils shown, the least deflections correspond

to compacted material completely filling the crater. The greatest de-

flections corresponds to 12 inches of crushed stone over 108 inches of

loose push back. The increase deflections due to the repair are signi-

ficant. For the crater completely filled with compacted stone the de-

flections increase 10.8 times the deflection in the originial pavement

for a medium clay subsoil and 14.3 times increase of deflections for a

hard clay subsoil.

For a special repair consisting of 4 inches of a special quick drying

concrete, 68 inches of compacted stone, 48 inches of push back material

over 24 irches of hard clay the maximum deflections are greatly reduced.

For a hard clay subsoil the sLatic deflection of the repair were only

2.64 those of the undamaged runway. For a medium clay subsoil the de-

flections only increased by a factor of 2.28. Geofabrics have been used

in recent years in earth retaining structures and in pavements in remove

areas for oil field construction. Some rutting is necessary to develop

the tensile strength in the fabric but if a special concrete repair is

not feasible, a fabric reinforced crater repair could reduce the accu-

lation of the rutting phenomena. At present the BDR code does not have

the capability of such an analyses.

Summary

Computer calculations performed during this project have been

presented. They fall into three basic categories: (1) comparison with

elastic solutions, (2) variational studies and (3) parameter studies.

The results of the first category indicates that good accuracy is

obtainable with the program. The second category of calculations serves

as a reminder that the procedures adopted for the prismatic elements are
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a semi-analytic process and the results are very dependent of the

characteristic length and the number of terms used in the Fourier series.

The parameter studies illustrate the design and creative capability of

the program.

VI. RECOMMENDATIONS

In general, the Bomb Damage Repair Computer Code is a good finite

element program. It idealizes the repaired crater, pavement system, or

alternate launch and recovery surface as well as any finite element com-

puter program. The program computes the stresses and displacements due

to the application of prescribed load. Reasonable caution should be

used when using the prismatic elements since the use of the Fourier

series qualifies the method as semi-analytic.

The following recommendations are presenting for the improvement

of the BDR code.

(1) Modify the axisymmetric solution by a Fourier series function

or other semi-analytic method so non-symmetric loads can be applied to

the mesh surface to represent multiwheel aircraft.

(2) Install a routine to compute residual deflections due to

unloading and reloading.

(3) Install new elements to represent F.O.D. covers and membranes.

(4) Introduce the capability for multilayer soil systems outside
the crater boundary.

(5) New material laws may have to be introduced if consolidation

or undrained behavior of push back and other material is a problem at a

particular air base.

(6) Flexibility should be added to the program regarding to position-

ing of the wheel loads.

(7) Greater control is needed over the quantity of output listing.

(8) New material laws should be added to represent the behavior

of non-linear materials not represented by Hardin's laws.

(9) Interaction between the crater and existing pavements should

be considered, especially when a rigid cap is placed over the crater.

(10) Verify the current use of the KHARDN parameter.
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(11) Write a system manual, a users manual and an engineering

manual for the use of the code.

(12) Verify the program by well instrumented field tests.
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CRACK TIP VELOCITY MEASUREHENTS

DURING BRITTLE FRACTURE

by

Joseph H. Schmidt

ABSTRACT

A comprehensive review of the literature concerning elastodynamic

stress fields in the crack tip neighborhood of a running crack and methods

of measuring crack tip velocities has been conducted. Experiments have

been suggested that should answer questions of fundamental importance and

give insight to the running crack and its arrest.

6

68-2



ACKNOWLEDGEMENT

The author wishes to express his deep gratitude to the Air Force

Systems Command, the Air Force Office of Scientific Research, and the

Southeastern Center for Electrical Engineering Education for an en-

lightening summer at the Materials Laboratory at Wright-Patterson Air

Force Base, Ohio. In particular he would like to acknowledge the Non-

destructive Evaluation Branch of the AFWAL/Materials Laboratory for its

excellent working conditions.

Additional acknowledgements are due Drs. T. Moran and R. Crane for

suggesting'this area of research and answering many questions. Acknow-

ledgement is extended the technical personnel of the Systems Research

Laboratories (SRL) in general and Dr. N. Batra in particular for the

design and assembly of ultrasonic test equipment.

68-3



I. INTRODUCTION:

The measurement of crack tip velocity is an important step in veri-

fying the validity of fracture models on which the prediction of failure

probability during the service life of structures in general and aircraft

structures in particular is based.

This present work is an attempt to measure crack velocities in brittle

materials via a technique utilizing high power (on the order of I kw)

ultrasonics, the ultrasonic ripple technique of Kerkhof, 1-7 and to relate

these velocities to crack arrest material parameters. This ultrasonic

method resembles fatigue striation techniques and provides an after the

fact means' of determining crack velocities. Unlike other velocity measure-

ment techniques (eg. high speed photographic and electrical methods), it

records the crack front shape (of particular importance in composite frac-

ture studies) and velocities ranging from 1 m/sec to 1600 m/sec. In the

process of recording the above information the technique provides a per-

manent record.

According to Green1 the technique has been used to measure velocities

in silicon, germanium, glass, perspex, tungsten, and magnesium oxide. In

addition to the above materials, Clark and Irwin2 obtained velocity measure-

ments in Hysol 4290, Hysol 4264, Homolite 100, and plexiglas II (polymethyl-

methacrylate). However, velocity measurements in these later materials re-

main suspect because of modifications (introduced by Clark and Irwin) in

the Kerkhof ultrasonic technique.

I. OBJECTIVES

The main objective of this work is the establishment and evaluation of'

the Kerkhof ultrasonic ripple technique in measuring velocities in brittle

material. More specific objectives are:

1) A comprehensive review of the running crack problem,

2) A review of crack tip velocity measuring techniques in

general and the ultrasonic technique of Kerkhof in particular,

3) The experimental determination of the effects of ultrasonic

waves on crack tip stress fields (the result of theoretical

investigations of this question are explored in section II).

and
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4) The identification of parameters, if any. that are involved

in crack arrest. and to what extent they are dependent

on crack tip velocity and crack length (parameters obtain-

able by the ultrasonic technique of Kerkhof).

III. LINEAR ELASTIC FRACTURE MECHANICS

An understanding of linear elastic fracture mechanics (LEFM) should

prove helpful in the recognition of important crack initiation and arrest

material parameters. Toward this end we shall follow with a brief review

of both stationary and running cracks.

For the stationary mode I (opening mode) crack it can be shown8 that

the stresses, oij ,

KI
Oij - r fij(e) (1)

as r - 0 j i,jG {1,2) are the asymototic solutions of the stress fields

for the elastostatic problem. Where (r,e) are the polar coordinates asso-

ciated with the two-dimensional or plane problem (see Figure 1) and K, the

static stress intensity factor. The static stress intensity factor, KI may

be obtained through

K, - lim ay27r

r-+ 0 (2)
0 0

and is dependent upon geometry and loading and independent of coordinate

representation. 9 We denote, for the static case, a critical value of KI
after which fracture (failure) occurs as KIc, i.e. fracture occurs whenever

KI  KIc. This critical value of stress intensity factor is called the

plane strain fracture toughness or critical stress intensity factor, and it

is reasonable to assume that it is a material parameter or property.10 For

example, consider the case of a finite length crack of length "a" located

in an infinite sheet with loads "o" uniformly applied to the sheet at infin-
ity in a direction perpendicular to the plane of the crack. Then, the stress

10intensity factor is given by
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KI = a'. (3)

While for plates of finite width KI may be written

= o f (a (4)

where a and a are as before and f(-) is determined from elastic analysis.1 0 '11

For a given crack length, a, Kc = oc,/ i f(a/w) may be determined provided

f(a/w) is known. Indeed, in principle if f(a/w) is known one could load a

specifmen and record the cc required to initiate fracture.

Experimentally, photoelastic techniques are commonly employed in deter-

mining stress intensity factors through isochromatic fringe pattern tilting

in problems with a small Barenblatt-Dugdale (failure, cohesive, damage) zone.

However, isochromatic fringe pattern tilting effects can be shown13 to exist

due solely to the Barenblatt-Dugdale zone indicating caution should be followed

when ignoring the zone. Another method used in obtaining critical stress

intensity factors in high toughness materials is the crack opening displace-

ment (COD) concept. In this method the displacements between the crack sur-

faces are measured and related to a material parameter associated with frac-

ture initiation, viz the critical crack opening displacement.

The elastodynamic state corresponding to the running crack is obtained

by solving the equations of motion with appropriate boundary conditions.

Broek 14  indicates the crack tip must obtain velocities on the

order of one-third of the Rayleigh wave speed in order to appreciably alter

the elastodynamic state from a comparable elastostatic state. Clark and

Irwin among others, eg. Freund 15 , indicate the Rayleigh wave speed is the

inertial limitation of the crack speed. Similarly, using energy considera-

tions we may conclude the maximum obtainable crack velocity is that of the

Rayleigh wave speed.3 ,16 ,17 These energy balance criteria require the energy

rates (internally released and/or externally added) to be greater than the

rate of stored and dissipated energies per unit increase of fracture surface.

This maximum crack tip velocity should not be confused with supervelocities

recorded by Schardin. 7 Schardin found that under some loading conditions

secondary fractures may be initiated continuously some distance in front of

the crack tip. These secondary cracks give the appearance of a higher
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velocity than one would expect. It is this higher velocity that is some-

times called the supervelocity crack speed. The actual crack tip velocity

of the running crack is considerably less than the Rayleigh wave speed

and we may, therefore, conclude that it is the dampening process rather

than the material inertia that is dominant in determining 
maximum velocity.

2

In Reference 2, Clark and Irwin use Yoffe's18 solution for the constant

length crack to investigate the problem of a growing crack by requiring

ova to remain constant. Adhering to the accepted definition for dynamic

stress intensity factor, viz

K -lima y 2r r along 8 - 0
ry, r as before

(we have here, and will continue to, suppressed the mode I designation as

we shall only be concerned with mode I in this work). Clark and Irwin2 find

that the dynamic and static stress intensity factors are the same regardless

of velocity except for dynamic unloading effects. As noted in Reference 2

one cannot conclude this result for angles other than 0 = 00. Contrasting

the rather mild dependence of dynamic stress intensity factor on velocity

recorded by 2 , Freund 19 found a rather marked dependence of the dynamic stress

intensity factor on velocity for the case of a two dimensional crack in an

infinite sheet sufficiently loaded at the boundaries to cause constant crack

extension (see Figure 3 of Reference 19). In addition, it can be shown
2'14

that the maximum values of tensile stress for the running crack no longer

lie perpendicular to the crack plane as is the case for the stationary crack.

Freund 15'20 finds the form of KD is given by

vt

KD(vt,v) = ( ) k(v) oJ(vt - x) -  p(x)dx (5)

where p(x) is the normal stress exerted in the damage zone region and v is

the crack velocity. Freund concludes that the form of the stress intensity

factor for both the opening mode (mode I) and the inplane shear mod (mode

II) is given by
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% Ec , v(t)] kIv(t)] K 0(t),O] (6)

where v(t) = -t Z(t) and K[(t),O] is the static stress intensity factor

corresponding to a stationary crack of length I(t).

Nilsson2 1 shows the angular distribution of the singularity in the

neighborhood of the crack tip (moving with arbitrary velocity in an elas-

tic media) is only dependent on the instantaneous crack tip velocity.

Nilsson further proves that Freund's relation between stress intensity

factor and strain energy release rate is given by19 '21

KD2 (t) B1 (B22 - 1)
G= _ (7)

2p (1 + B22) - 401 02

where

we is the 
shear 

modulus

2 (I(t))2
B1

2 = 1 -(At)

822 the

A(t) is the crack tip velocity

C1  is the dilatational wave speed

C2 is the shear wave speed

G is the dynamic energy released per unit growth, i.e.,

the dynamic energy release rate.

Carlson et al22 solve the problem of a cracked infinite strip subjected

to uniform boundary displacements v. and find the form of the stress in-

tensity factor as

E [ 
8 i s 2 (G + e82?)

-D V
0  

12 [) B ( 22) (8)

12
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where

[-v (plane strain)
(/1 - 2v)(1 + v)

E (I (plane stress)

2h is the strip height

v is the poison's ratio

E is Young's modulus

$Iva 2 as before.

Carlson et al then assume the following relation between dynamic stress

intensity factor and velocity for a finite strip,

D  Ks  (9)! WS

where

KD is the dynamic stress intensity factor for the finite strip

K as per equation (8)

K is the static stress intensity factor for the infinite strip and

WSK sis the statis stress intensity factor for the finite strip.

Because crack tip velocity appears as a crucial parameter throughout

this section we shall now focus attention ori a crack tip velocity measuring

technique, namely the Kerkhof ultrasonic ripple technique.

IV. THE KERKHOF ULTRASONIC RIPPLE TECHNIQUE

Of the four major experimental techniques used to measure crack velo-

cities3 (velocity gages, impedence method, high-speed photography, and

ultrasonic) we shall concentrate on the ultrasonic technique of Kerkhof.
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The ultrasonic method developed by Kerkhof4 is a clever application of

the well-known Wallner lines, i.e., those lines produced on a running crack

surface by wave reflections off of specimen surface imperfections. The

Kerkhof ultrasonic ripple technique modifies this rather random phenomena

by purposely modulating the specimen surface with a continuous ultrasonic
4

wave of known frequency. Though the beginning of the Kerkhof ultrasonic

method lies in Wallner lines, Carlsson et a122 claim wave reflections are

minor significance compared to the induced modulations. In Carlsson's work

velocity measurements of 700 m/sec are obtained by the electric impedence

method (0.718 C2 --A velocity considerably above the predicted velocity for

branching of 0.629 C,) occurred without branching for a running crack in

PMA.

In plexiglas there appears to be no well-defined maximum for crack

velocity. This is supported by the works of Carlsson et a1
22 and Schardin7

and is in direct contrast to velocities occurring in more brittle materials,

e.g. glass.

The most effective modulation of the crack surface is obtained when
the crack surface is modulated by a transverse wave running either perpen-

dicular or parallel to the crack surface.4-6 In addition, Kuppers6 proves

that the effect of transverse waves on crack tip velocities appears only in

higher order terms. In determining the effect of longitudinal ultrasonic

waves on crack tip velocities, Kuppers5 ,6 employed two ultrasonic waves,

one transverse at a frequency of I MHz and one longitudinal at a frequency

of 160 Kllz, on a precut specimen under a tensile load. The transverse and

longitudinal waves both modulate the crack surface. Since the higher fre-

quency transverse waves have only secondary effects on the crack tip velo-

city, any crack tip velocity change is due primarily to the longitudinal

wave. Indeed, the frequency of the longitudinal wave can be observed in the

experiments (see Figure 2 of Reference 6) conducted by Kuppers. It was

found that the longitudinal waves vary the crack tip velocity between 15-30

m/sec. At maximum velocities (approximately 1500 m/sec in glass) the in-

fluence of longitudinal waves appears negligible. While Kuppers found

definite preferred directions exists for marking with transverse waves (00

and 900 to the plane of the crack, see a in Figure 2) he found longitudinal

Waves exhibit no such preferred direction.
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Kerkhof4 further shows, for both waves, the crack tip velocity is

given by

b= 1(10)
f + cos a

b v't

where

f is the frequency of the modulating wave

X is the wavelength of the surface ripple
b

v, t is either the longitudinal or transverse ultrasonic

wave velocity , and

* is the angle of incidence of the modulating ultrasonic

wave as per Figure 2.

Equation (10) reduces to

Vb - (11)

whenever a = r i/2.

Kerkhof4 also finds

Vb,max =2 a'- (12)

where

as is the crack surface energy

p is the density of the specimen, and

io is the mean ionic distance,

to be a satisfactory relationship, within 10% of measured velocities, for

the greater part of 42 different glasses that were tested. The glass speci-

men had maximum velocities ranging from 700-2150 m/sec. In contrast,
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Schardin 7 found the maximum velocity in glass to be approximately 1500 m/sec.

The calculations of Kerkhof are based in part on Andersson's work and

the Erdogen-Sih criterion that a crack advances in a direction perpendicular

to the principle stress direction.4 As reported by Knauss in the discussion

following reference 4, an alternative to the Erdogen-Sih criterion has been

suggested by Palaniswany and Knauss based on the maximum energy release

rate. In addition, Knauss indicates there are some unfortunate errors in

the work of Andersson. However, Knauss argues that these errors are insig-

nificant provided the angle of crack deviation from the main axis is less

than 20 degrees.

This summer a water cooled Transducer has been designed and constructed

by SRL (Figures 3 and 4). However, due to continued difficulties in ob-

taining necessary electronic equipment (some orders date back approximately

six months) construction of the power supply for the ultrasonic transducer

isn't complete.

Ultimately we seek crack arrest mechanisms. To help achieve this goal

we shall now turn our attention to crack arrest.

V. CRACK INSTABILITY AND ARREST

Fracture instability occurs when the strain energy release rate G is

greater than the crack resistance R. The excess energy released by the

material is converted into dynamic or kinetic energy. This conversion into

kinetic energy is manifested through rapid crack growth.

Closely aligned with the idea of maximum crack speed is that of crack

bifurcations or branching. Since the strain energy release rate is propor-

tfonal to crack length; for a constant or slowly increasing crack resistance,

the difference between the strain energy release rate and the crack resis-

tance increases with crack size. As the crack tip speed approaches the

Rayleigh wave speed, sufficient energy becomes available to support two

cracks. At this point two cracks appear, each absorbing part of the avail-

able energy. This phenomena is often observed in practice, eg., the shattering

of window pane or the exploding of a pressure vessel into many pieces after

over pressurization.

On the other hand, suppose a specimen is subjected to constant displace-

ment after crack growth initiates. In many cases, R increases and/or G
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decreases. In any case, G may become smaller than R. G less than R is

a necessary but not sufficient condition for crack arrest. Indeed, avail-

able kinetic energy may continue to drive the crack as can be seen by a

decrease in crack tip velocity. For example, Hahn et al (Reference 26

in Reference 14) has shown that 85 per cent of the kinetic energy asso-

ciated with a dynamic crack in DCB (double cantilever beam) specimens is

consumed as crack driving energy. This leads one to believe, in contrast

to the static or stationary crack, there may be no unique arrest value or
14

dynamic fracture toughness property. However, there remains some con-

troversy over the existance of this property.
23

Since flaws are inherent in most if not all structures, crack arrest

mechanisms are in many cases built into structures. A common method of

increasing R is through the introduction of heterogeneities as in composite

laminates, while one method of reducing stain energy release rate is through

crack arrest strips.

There remain other controversies on crack arrest. For example, Schardin
7

found for both glass and plexiglas that no continuous decrease in crack

velocity occurs, i.e., the crack abruptly stops. While, in agreement with

Schardin's results for polymers (relatively pronounced strain-rate sensi-

tive materials), Clark and Irwin2 found the ripple markings in glass (a rela-

tively strain-rate in sensitive material) during crack arrest suggests, in

appearance, a mathematical limit point.

VI. RECOMMENDATIONS

Though the applicability of the ultrasonic technique in ceramics has

been well established there remain some questions as to applicability of

the technique in other materials of interest to the Air Force, eg., struc-

tural aluminum alloys. It is recommended that tests be conducted on struc-

tural aluminum alloys to ascertain applicability of the technique to these

alloys. Further, it is suggested that tests be conducted on ceramic speci-

men using transverse waves of different intensities. This would be used

to verify the theoretical results of Kuppers, viz the independence of crack

tip velocity on transverse ultrasonic waves. Finally, an investigation of

arrest mechanisms in particulate composites by evaluation of crack velocity

and shape in the vicinity of particles should be conducted.
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PRODUCTS OF FUZZY SUBGROUPS

by

H. Sherwood

ABSTRACT

Products of fuzzy subgroups are defined and investigated.

Some expected results are proved: the product of fuzzy subgroups

is a fuzzy subgroup; products with the same, but permuted, factors

are isomorphic; there is a natural isomorphism from any factor

into the product. Functions called t-norms, are used to construct

products of fuzzy subgroups--different t-norms giving rise to

different products. A fuzzy subgroup must satisfy, among other

things, a certain inequality; the strength of that inequality is

important. Results are given relating the t-norm used in forming

the product to the strength of the ensuing inequality. Some

results indicate when a fuzzy subgroup can be expressed as a

product of simpler ones. Suggestions are made for further research

and a possible area of application to an important aspect of

pattern recognition.
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I. INTRODUCTION:

Pattern recognition is an important discipline as evidenced

by the diversity of its users and contributors including biologists,

climatologists, computer scientists, doctors, engineers, mathematicians,

physicists, psychologists, statisticians, etc. Since it plays a

central role in developing the intelligent image processing capabili-

ties of electro-optical trackers, pattern recognition takes on

special importance to the Air Force.

The fuzzy set theory of L. A. Zadeh is finding application

to various problems of pattern recognition.2 '3'4 '5 Whenever the

patterns of interest possess exact descriptions, the recognition

problem becomes much easier. Unfortunately, that ideal is rarely

available in any real physical situation. In fact the patterns

are usually nondeterministic--not merely random but possessing

intrinsic ambiguity (or fuzziness). An appropriate nondeterministic

model will take into account not only the randomness but this

intrinsic ambiguity as well. This observation helps explain the

increasing interest in the fuzzy set approach to various aspects

of the pattern recognition problem.

A. Rosenfeld, who has made significant contributions in

6 3
picture processing and pattern recognition, has also applied

the fuzzy set concept to generalize some of the basic concepts

of group theory.7 Others continue to develop the notion of a
8

fuzzy subgroup. In a recent paper, J. M. Anthony and this

author applied fuzzy subgroups to an abstract recognition problem.

These ties between pattern recognition and fuzzy sets motivate

further study of the structure of fuzzy subgroups and their

possible application to various aspects of the pattern recognition

problem.

II. OBJECTIVES:

The broad objective of this project was to provide mathematical

support for developing pattern recognition concepts to further

advance image processing capabilities of electro-optical trackers.

To do this, two more-specific objectives were identified.
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The desire for a better understanding of fuzzy subgroups

motivated the first of these objectives. Since people understand

a complicated structure better when they see how it is built

from simpler structures, our first objective was to determine

when complicated fuzzy subgroups can be expressed as products of

simpler ones. Our previous background in both fuzzy subgroups

and ordinary groups led us to restrict the problem to an important

class of fuzzy subgroups leaving the general problem for future

investigation.

The general pattern recognition problem is usually divided

into various aspects such as measurement, segmentation, feature

selection and classification. The second objective of this

project was to become acquainted with these aspects and identify

possible applications of fuzzy subgroups to the pattern recognition

problem.

III. PRELIMINARIES:

Some definitions, background information and notational

conventions are needed before the results of the project and the

methods used can be presented. Some of the proofs are straight-

forward and are, therefore, omitted entirely. For other proofs,

an outline or a short discussion of the method will be provided

but not all the details will be given (see refercnce 11 for more

details).

Definition 3.1. A t-norm is a function T: [0,1]X[O,l]-[O,I]

satisfying, for each e, X, 5, r in (0,1],

T(X,l) X = T(1,A); (1)

T(EX) < T(&,n), if c < C and X < n; (2)

T(=,) - T(X,E); (3)

T(c, T(X,&)) = T(T(c,X),E). (4)
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7

B. Schweizer and A. Sklar9 introduced t-norms to generalize

the metric triangle inequality into the setting of probabilistic

metric spaces. The only specific t-norms needed in the report are

Z and M defined by

f x, if x f [0,1] and y - 1,

Z(x,y) y, if x I and y E [0,1], (5)

0, if x [0,1) and y E [0,1),

and
{x, if 0 < x < y :5 i,

M(x,y) - i 0 " (6)
y, if 0 5 y : x . 1.

Definition 3.2. Let T' and T be t-norms. T' is stronger

than T (T' T) if T'(x,y) T(x,y) for all x,y in [0,1]. T'

dominates T T' >> T) if, for all a, b, c, d in [0,1],

T'(T(a,b),T(c,d)) T(T'(a,c),T'(b,d)). (7)

Some discussion of the relations defined above is appropriate.
Schweizer and Sklar9 introduced the "stronger than" relation and
proved that for any t-norm T, M Z T Z. The term "dominates"

is used in a different but related context by R. M. Tardiff.
10

His relation is between triangle functions which are mappings

similar to t-norms defined on pairs of distribution functions

rather than pairs of numbers. He needed his relation to discuss

products of probabilistic metric spaces; we need our relation to

discuss products of fuzzy subgroups. Finally, it is easy to show

that for any t-norm T, M >> T >> T >> Z.

Since any t-norm, T, is associative, for any sequence

{xi } in [0,1], the n-fold product T(x1 ,x2 .... ,xn) is well defined.

For example, T(x1 ,x2,x3) means the common value T(T(x1 ,x2),x3) -

T(xl,T(x2,x3 )).

Throughout this report G (with or without a subscript) always

denotes a group whose operation is suppressed and indicated by

juxtaposition. The symbol e (ei) denotes the identity in G (Gi).
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For any x in G, <x> denotes the subgroup generated by x. If

H and K are subsets of G the HK denotes the set of all possible

products hk with h in H and k in K.

Definition 3.3. A function p: G - [0,1] is a fuzzy

subgroup (briefly, a FS) of G if there is a t-norm T such that for

all x,y in G,

p(xy) T(Wx,Vy), (8)

P(X- f(x), (9)

(e)= 1. (10)

If for some reason we want to refer to the t-norm, we say p

is a FS of G under T; otherwise, we merely say p is a FS of G.

This definition of a fuzzy subgroup is a modification 8 of

the one given by A. Rosenfeld. 7  In condition (8) he used M

instead of allowing for the use of any t-norm. Moreover, he did

not require condition (10).

Definition 3.4. For i 1 or 2, let pi be a FS of G1. If

there is a group isomorphism 4 from G1 onto G2 such that PI =W2*0'

then we say p, and 02 are isomorphic.

The following two theorems are needed to obtain some of the

results given in the later sections of this report. Since their

proofs are straightforward, they are omitted.

Theorem 3.5. If H is a subgroup of G, p is a FS of G

under T, and n is the restriction of 11 to H, then q is a FS of

H under T.

* On j August 1980, this author received referee's comments on a
paper submitted to the International Journal for Fuzzy Sets and
Systems telling him that '... the generalization of fuzzy subgroups,
by considering other operations in [0,1] than "min," was first done
by Negoita and Ralescu in their book "Applications of fuzzy sets to
systems analysis," Halsted Press, New York, 1975.' Time constraints
and unavailability of the book have prevented the author from
verifying this source, so he did not feel free to cite it directly.
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Theorem 3.6. If is an isomorphism from G1 onto G2 and 2

is a FS of G2 under T, then p,= 2"0 is a FS of G1 under T.

IV. PROPERTIES OF PRODUCTS:

Definition 4.1. For each i - 1,2,...,n, let V, be a FS of

G . Let T' be a t-norm. The T'-product of pi (i - 1,2,...,n)

is the function pi2 X .. X defined on GXG2X... XC given by

1Xi2X.Xin~~x2,. ,x) = T'(,... X..)(n'" (WlXlP2x2 ..,PnXn) .  ii

Theorem 4.2. For each i = 1,2,...,n, let pi be a FS of Gi.

Then,

(1) 1 i2X... in is a FS of G1XG 2X...XC under Z;

(2) 'P2X... n is isomorphic to lk(1)Xk(2)X...iik(n)

for any permutation k on {1,2,...,n};

(3) The natural map 0i: G i GG2 X... Gn given by

i(x) = (e1 ,...,ei l1x,ei+l,... ,en ) is an isomorphism

between p, and the restriction of IXP2X... Xin to the

range of i"

Once it is observed that every t-norm is stronger than Z,

the proof of part (1) of this theorem follows directly from

Definitions 3.3 and 4.1.

If k is a permutation on {1,2,...,n}, then the mapping 0

from GIX...XGn onto Gk(l)X ...AGk(n), defined by

O(X1 .... xn ) f (Xk()...k(n)),

is a group isomorphism. The commutativity and associativity of

T' guarantee that

(l'k(l)X ' 
." Xik(n))o = PIX... Xpn .

An application of Definition 3.4 yields the result of part (2).

To verify part (3) it suffices to observe that 0 is a

group isomorphism from Gi onto the range of i and iiX ... Xno4i i"
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Since Z(a,b) - 0 unless a = 1 or b - 1, the inequality (1)

of Definition 3.3 gives no information about p(xy) unless p(x) - 1

or V(y) = 1. In fact, for greatest information, we would like

to have the T in that inequality be as strong as possible. In

Theorem 4.2 (1) the strongest t-norm we could justify was Z. If

all the p i were fuzzy subgroups under the same T we would hope

that the T'-product would also be a FS under T. These observations

motivate the next result.

Theorem 4.3. Suppose, for each i = 1,2,...,n, pi is a FS

of Gi under the t-norm T. Suppose T' is a t-norm which dominates

T. Then, the T'-product p1X ... X n is a FS of G GIX...XGn under T.

To prove this, let (xl ..... Xn), (yl,...,yn) be elements of G.

Then, since each pi is a FS of GI and T' is nondecreasing in each

place,

iX ... X1n((X I ..... Xn)(Y I ..... Yn1))

= iX.. .Xin(xlyI .... *XnYn)

= T'(1 1(xlyl),..., n(xnyn))

T'(T(piXl,lly I) .... T (nXnPnYn)).

An easy induction argument using (7) shows that

T'(T(jI XVPlyI ) ,...T(p n xn, nYn))

T(T'(p 1X19.....1 n Xn ),T'( ilyI t .... tpnYn)).

These two inequalities and the definition of the T'-product yield

PiX ... X~n((x , " ... Xn)(y I , ...yn))

T(T' (PIXI , .... 9nXn ),T'(plY 1 g ..... PnYn
) )

- T(jlX. ..*X1n(X1 .. Xn),PlX ... Xn(Y1 ..... Yn)).
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Thus pX...X1n satisfies (8) under T. It is easy to verify that

conditions (9) and (10) are satisfied.

Corollary 4.4. Suppose V i is a FS of Gi, for each i = 1,2,...,n,

under the t-norm, T. The T'-product of l,...,jn is a FS of GX...XGn

if T' = T or T' = M or T - Z.

This follows from the preceding theorem and the observation

that T >> T, M >> T and T' >> Z.

The following example shows that Theorem 4.3 is best-

possible in the sense that if T' does not dominate T, then there

are groups G1 and G2 having fuzzy subgroups p, and 2 under T

whose T'-product is not a FS of G1 XG 2 under T.

Example 4.5. Suppose T' does not dominate T. Then there

exist al, b1 , a2 , b2 such that

T'(T(al,b1 ),T(a 2 ,b2)) < T(T'(al,a2 ),T'(b l b2 )).

Let G = G = {e,x,y,z} be the group with four elements such that

x2 = y2 = = e. For i = 1 or 2, define pi on Gi via pi(e) - 1,

Pi(x) = ai, 1ji(y) = bi and i,(z) = T(ai,bi). Verifying that Vi

is a FS of Gi is easy. Moreover, it is straightforward to verify

that

llXj2((x'x)(y'y)) < T(plXU2(x'x),PlXV2(y'y));

so lX 2 is not a FS of G1XG 2 under T.

V. FUZZY SUBGROUPS AS PRODUCTS:

The well-known fundamental theorem of finite abelian groups

states that any finite abelian group can be written as a direct

product of cyclic groups of prime power orders. Since any ordi-

nary subgroup of a finite abelian group is again a finite abelian

group, it can also be expressed as a direct product of cyclic

groups of prime power orders. Can every FS of a finite abelian

group be written as a direct product of fuzzy subgroups of cyclic

subgroups of prime power orders? This section addresses this

question in the context of fuzzy subgroups under M.
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Theorem 5.1. Every fuzzy subgroup under M of a direct

product of a finite number of cyclic groups of distinct prime

power orders can be written as an M-product of fuzzy subgroups

of those cyclic groups.

To prove this theorem, let nl,n2,.. .,nk be positive integers,

let pl,p2 ,...pk be distinct primes, and let each Gi be the cyclic
thigroup whose order is the nith power of pi" Suppose p is a FS of

F G1X.. .XGk under M. For each j = 1,2,...,k, define V via

Vj(a) - p(e1,e2. .. ej la,ej+1 ,....ek)

for each a in G It can be shown that each v is a FS of G
Jj j

under M and p ffi IX...X -ik, i.e., for each (al,a 2 ....ak) in G,

P(al,a2 .... ak) = M(pija 1,l2a2 . kak).

To show that p, = I...Xk two previous results are used.

The first of these says that every FS under M is subgroup gen-

erated.8 The second is the well-known result that every subgroup
of a finite cyclic group is cyclic, the order of the subgroup

divides the order of the group, and there is exactly one subgroup
12

of each order dividing the order of the group.

The following example shows that any attempt to remove the

requirement of distinct primes is doomed if the pj are chosen in

the manner suggested in the proof of the preceding theorem.

Example 5.2. Let GI = G2 = {-1,1} be the multiplicative

group of order two. Let G = GIYG . Define V via V(1,1) a 1,

= 2/3, and p(I,-l) = V(-1,1) = 1/3. It is easy to

verify that p is a FS of G under M. Let pI and 12 be obtained as

in the proof of Theorem 3.1. Then pi(1 ) = 1 and pi(-1) - 1/3.

Thus V is not an M-product of p, and V2 because i(-l,-l) is

strictly larger than M(j4(-1),J2 (-1)).

In order to prove the next theorem, a lemma is needed. The

proof of the lema is omitted because it is a straightforward

modification (using the Iausdorff Maximal Principle) of the

proof of a theorem of Anthony and Sherwood.
8
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Lema 5.3. Suppose p is a FS of G under M. Let C be the

collection of all subgroups of G. There is a maximal nest L

(i.e., L is a subset of C, it is linearly ordered by set inclusion,

and there is no other such subset of C which properly contains L)

in C and a measure m on a a-algebra of subsets of L such that for

all x in G,

=(x) - m{SEL: xiS}. (12)

Theorem 5.4. Let p be a prime and, for each i = 1,2,...,k,
let Gi be the cyclic group of order p. Let G = GIX.. .XGk and let

V be a FS of G under M. Then, for each i = 1,2,...,k, there is

a FS, pi, of the cyclic group of order p under M such that p is

isomorphic to the M-product, iXP2X...Xk.

The proof of Theorem 5.4 uses Lemma 5.3 to obtain a maximal

nest L in the collection of all subgroups of G and a measure m on

a a-algebra of subsets of L such that, for all x in G, equation (12)

is satisfied. This collection L can be shown to be of the form

L = {S0,S1... S k} where for each i 
- 1,2,...,k,

Si = Si<a> = <a1><a2>...<ai>

and each aj is chosen to be any element of S j-S _. From this it

follows that for each i, SiC Si+1 so that

W 
1, 

if XS SO'

m(Si,Si+ 1 .... Sk} , if x Si-Si-l.

For each i, define pi on <ai> via pi~x) = (x). By Theorem 3.5, each

is a FS of <ai> under M. Next, define on H = <a >X.. .X<ak>

via

(x .... ,Xk) = Xl...x k .

Then ¢ is a group isomorphism from H onto G and, from Tneorem 3.6,
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it follows that q - Woo is a FS of H. The proof is completed by

showing that n is the M-product of Vl, 2,..., k.

Will the result of Theorem 5.4 still be true if the requirement

that Gi has order p be relaxed to require instead that its order be

merely some power of p? The following example answers this question

negatively.

Example 5.5. Let G be the abelian group of order 32 generated

by a and b where a and b have orders 8 and 4, respectively. Let C be

the set of all subgroups of G. Let S 0 <e>, S1 . <a4b2>,
$2 = <a4b2><a 4>' S3 = <a4b2 ><a4><b>, S40 <a4b2><a 4 ><b><a2 >, and

S5 = G. Let L = fSoS1,...,S 5 } and define m on the power set of C

such that

m[S} t 1/6, if S fL,

0, if SeC-L.

Notice that L is linearly ordered by set inclusion and m(L) = 1.

Anthony and Sherwood 8 showed that under these conditions the

function V defined on G via 4(x) = m{S(C: x(-S} is a FS of G

under M.

The FS W of G is not isomorphic to an M-direct product of

fuzzy subgroups with prime power orders. To verify this claim

is tedious, so, the details will be omitted. It is well-known12

that any direct product of cyclic groups which is isomorphic to

G can be realized as an internal direct product of subgroups of

G; moreover, one of the factors has order 8 and the other has

order 4.

To show that p is not an M-product of the desired sort,

it suffices to show that whenever x and y are elements of orders

8 and 4, respectively, such that <x>/ <y> = <e> and G - <x><y>,

then V(uv) is strictly larger than M(pu,pv) for some u in <x>

and some v in <y>. As mentioned above the details are tedious and,

therefore, omitted.

This example shows that not every FS of a finite abelian

group under M can be written as an M-direct product of fuzzy

69-13



subgroups of cyclic groups of prime power orders. In fact it

says even more. Since M is the strongest t-norm it shows that

some fuzzy subgroups of finite abelian groups cannot be expressed

as a t-product for any t-norm, T.

This example is interesting from another standpoint as well.

Experience in probabilistic metric spaces indicates that results

in ordinary metric spaces seem to carry over directly to those

probabilistic metric spaces in which the triangle inequality is

stated in terms of the t-norm, M, while for other t-norms there

seems to be a departure from the ordinary metric properties.

However, in the realm of fuzzy subgroups this phenomenon does

not prevail; for our example was a FS under M, and already the

ordinary group property did not carry over.

Theorem 5.6. Let G = GIG 2 - G.k be an internal direct

product of subgroups GlG2... ,Gk. Let V be a FS of G under T,

and for each i = 1,2,...,k, let pi be the restriction of 1 to

G Let Lil...X1k be the T-product of i .. Then

(x) > iAiX...Xk(X,.... ,xk ) for any x = x, ."x k where each

xi GV

To verify this result, let x = x,'.. xk where each xi Gi .

From the associativity of T and repeated applications of con-

dition (8), it follows that

1(l''xk )  ' ("xI ..... xk )

= T(UlX I .... kXk) = iX...Xk(Xl... xk).

The result of Theorem 5.6 deals with an arbitrary group

written as a direct product of a finite number of subgroups.

The result is interesting because it shows that even though P

may not actually be a T'-product of its restrictions to the

factors of G, it is greater than or equal to the t-product of

those restrictions.
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VI. RECOMMENDATIONS:

The dominates relation characterized by (7) should be

studied. Not only does that relation promise to play a central

role in constructing products of fuzzy subgroups but its impor-

tance extends well beyond. To see this, consider the following:

"If (Xl,d1) and (X2,d2) are metric spaces, then in order

to define a well-behaved metric on the Cartesian product of X1

and X a two place function f mapping R+ X R+ - R+ is required

which satisfies the following properties:

(1) f(a,O) = a,

(2) f(a,b) = f(b,a),

(3) f(a,b) ? f(c,b) whenever a c,

(4) f(a,f(b,c)) = f(f(a,b),c),

(5) f(aI+ bl,a2+ b2) f(a1 ,a2) + f(bl,b2).

Note that condition (5) states that f dominates addition.

In particular if f(a,b) = (aP+ bP)1/p , p > i, then (5) is the

familiar Minkowski Inequality.
'10

The dominates relation was the condition which yielded

Theorem 4.5. Next, Theorem 5.6 says, under reasonable technical

conditions, that if a fuzzy subgroup under T can be written as

a T'-product then T' is stronger than T. Moreover, whenever

T' >> T, then T' > T. Deciding whether T' T is much easier

than deciding whether T' >> T. All these considerations motivate

the following question: could these two relations on t-norms

actually be the same? If so, that result should be established;

if not, perhaps an additional condition could be imposed which

in the presence of T' ? T would imply T' >> T.

I would propose to conduct this study by first considering

a one-parameter family of t-norms which are linearly ordered by

the stronger than relation to see if the order is preserved by

the dominates relation. These studies should lead to further

insight concerning the dominates relation and its connection

with the stronger than relation.

Finally, comments should be made about possible applications

to pattern recognition. The ties between fuzzy subgroups and any
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real pattern recognition problems are, frankly, still quite tenuous.

One aspect of the pattern recognition problem which may lend itself

to modeling by fuzzy subgroups is the selection of an optimal set

of feature vectors to describe images. If a fuzzy subgroup can

model the set of possible feature vectors, then the decomposition

of that fuzzy subgroup into simpler ones may lead to a means of

selecting an optimal set of feature vectors.
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Characterization of Quasi-Correlated

Mux Bus Traffic in a Guided Weapon

hy

J.B. Fiwrcilr

ABSTRACT

The charocteristits of messrige traffic In a guided weapon featuring

s' vera1l fdeLratk-d processors communicating over a single timf-

4pul liplixed serili bus ar. anl y..vd. Data latency is of major concern,

t ;pecla]ly for weapon systems in which control loop information Is

trae',:mttted on flt- bus. Messag. traffic Is periodic in nature, and

thert is .irinfficant correlation between th(. tr;instissions of various

r(., s.q t. s. Thre, diff'vrent Iin' proto(ol s arte considered. Difficulties

ir :ichiving inte'rprocesor synchron170t ion may limit the effectivenesstof .; ur nmmni-reponse prototol. Preliminary results from s ;snla-

tions of Mll-STD-1745 (proposed) and MFl.-STD-1551B utilized In a dynamic

bus .illocation nod are presented, u'.lng an ir-tO-surface missile as ,

I, , ' .of - typic,,il Applia('ation.
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1. INTRODUCTION

Modern guided weapon systems are increasingly relying on on-board

computer systems to perform a variety of functions, including naviga-

tion, guidance, target seeking, 'tores management, and autopilot. The

increased rellan'e is accompanied by greater demands on the computa-

tional capabilities of the computer system, while the missile environ-

mt-nt dictates a number of constraints within which the designer must

wok. Several options have been considered for meeting these computa-

tional demands [11. These are:

(1) a single, centralized computing element, connected directly to

each of the various subsystems of the vehicle through a communi-

cat IoT network;

(2) a distributed architccture consisting of several computing ele-

ments interconnected with a number of "dumb" subsystems via a

communication network which allows flexibility in partitioning

the system;

(3') A pure federated system, in which each "dtimb" subsystom Is

dir.ctly connected to a dedicated computinp element, which them-

sel'.'es commiini'ate through the communication network; and

(4) a pure embedded arthitecture of "smart" stibsystems, each have a

computing element embedded in it.

The federated sysLem design approa 'h has been chosen as most sitt-

able for gui~lhd weipollo ipplications. The comrnomt ion network ce: ists

of ,1 si lglt, tin,-multiplexed seri;ll bus. A variety of line protocols

have h,'en examined for suittability. 'rhe chb(,t-( of on approplate line

proto, l do p'otds very much on tlh performance ohi ctiver of the system,

and is ;i subject of much dtehate.

The Round Robin Passing Protocol (RRPP) 1:; a line protocol which

has several appealing characteristics, including, low data latencies ar.1

r.l;tLvely simple implementations 12]. Control of the bus is passed

from one computing element to another in a cyclical fashion, allowing

each processor to transmit messages on the bus once during a bus cycle.

If a processor has no data to tr;ansmit, It simply broadcasts an end-of-
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transmission word to indicate to the next processor in the cycle that it

should now take control of the bus. The processor is not directly

involved in the bus transactions; instead, each computing element

includes a Bus Interface Unit (BIU) which controls all bus functions.

In RRPP a data Item which is to be sent from one processor to

another will in general be delayed In two ways. First, the message is

sent serially (at a data rate of one megabit per second), and thus there

is a delay due to the time required to complete the transmission of the

message. Second, and potentially more serious, there is a delay due to

the fact that a message may be queued up at a BIU waiting to be

transmitted, but the BTU must wait for its fixed slot in the round robin

cycle before the message transmission may begin. If a message is

delivered to the BIU just after one of its alloted slots, it must wait

nearly an entire bus cycle, and may be delayed by other message

transmissions. If a message transmission is delayed by the transmission

of other messages, we say that a collision has occurred.

The length of the Interval from the point at which a message is

dvl ivvre,! to a Bi1 for transmission and tht, point at which the Bill

begins to transmit the message is called the watt time. The transmis-

sion time Is the time required to actually transmit the message on the

bus. The message latency is defined as the sum of the message wait time

and transmission time. It is important to attempt to minimize both the

average and maximum m(ssage latencies. This becomes critical when the

system designer places control loop information on the bus, so that mes-

sarg' latency in effect represents a phase delay in the loop, with poten-

tially disastrous effects on loop stability.

The Round Robin Passing Protocol scheme, also called MTL-STD-1765

(proposed) or the DISMUX bus, has been previously analyzed for message

latency, using as a model the MGD (Midcourse Cuidance Demonstration)

vehicle currently under development at the Air Force Armament Labora-

tory. This study is inadequate for two reasons. One, it assumes a

fixed scenario for message traffic (actually, three scenarios), and as

.ystem rcqul rcments or Imple4mentat ions details clhange, these resul ts may

no longer be valid. Two, the study assumed that no relationships
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existed among the messages being sent on the bus (other than being

periodic). Clearly, there is a cause-and-effect nature among the mes-

sages which results in a high degree of correlation in bus traffic, and

this must be modelled as precisely as possible in order to effectively

analyze bus behavior.

A third reason for performing additional analysis of data latency

i-, for purposes of comparison. One may question whether a RRPP scheme

is better than, or even as good as, other schemes which have been sug-

gested or implemented in different applications. It is to be hoped that

detailed analysis would allow questtons of relative performance to be

answered, at least within the context of specific system requirements.

With an accurate enough model, it should also be possible to determine

whether or not a given protocol can even satisfy those requirements.

1i. Objectives

We I :d sev( ri obitct iv es in i t iat Ing th IE research. First, a

,'od,l uf th. mess.age tr.-ffic in :t typical guldt-d we,.pon system was to be

,.v.'loped. The mo.-I l siulc includc, the timtnulr interrelationships for

the transmissions of the vorious m'ssagc;', as wl as message lengths

and trequencles. S'ccond, wt- wisled to invstigete the use of a pulre

-,mmand-rvspose lint, protocol In a federated computer n(twork in which

miimizition of dat., l.it(ncy w:is of primary importance. Finally, otr

cahr icci %,.ly ws to, ckirartrri 7.' the jvorformoincs, of ai IPP schoeme In

.ui:lcId wto.ipon :ipplic.ition, os described by t0v model previously co,-

truct.d. of principal concern was Lh, effect on hoth ,verage anI max-

I-uin dat.1 latency. This ohlectlve was later expinded to in('lud(- simi-

kar eh'r:cterizat ion, for purposes of comparison, of a command-response.

I in. protocol ut ili od in n modified round robin mode.

As an ad junct to tle I .lst object lye, we developed a simulator for

t iK model. The simulator had to be flexible, since mony of the implh-

lientat toe I. alls for th eiosi'| system were elthr unlnown or sub.1 ct

to c'ha:i n,. t the fin. of the simutlator's constructions. In additluio, we
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wished to analyze several different configurations for the same basic

system without having to develop a new simulator for each variation.

Also, it had to be easily adaptable to different choices of line proto-

cols, since one purpose was to allow comparative analysis of different

communication methods.

ITT. Command-Response and Data Latency

In a pure command-response protocol, no bus transfer ever occurs on

tle bus unless commanded by the (single) bus controller. The con-

troller, or supervisor, must have complete knowledge of every message

which Is to he transmitted and must send a command to the appropiate

BTU's which arc to transmit and receive each message. The exception to

this rule is that a BIU may Inform the supervisor of a request for ser-

vice when reporting status, but since status is reported only as a

result of a command from the supervisor, this featture is of little util-

ity whfn considering messages of a periodic nature.

if the supervisor is exactly synchronized to each of the other pro-

cessors in the federated system, and if there art. no processor-dependent

delays within the system of which the supervisor is unaware, then the

supervisor could command the transmission of data as soon as it became

available, and the message latency would simply be the message transmis-

sion tim. (This assumes no collisions.) Because of the autonomous

nature of the processors in a federted system, however, no two proces-

sors can ever be exactly sure of what the other is doing. This might be

thouglht of as the defining characteristic of a distributed system. That

is, the system consists a number of cooperative, autonomous processes,

and no process has complete, current knowledge of the state of all other

proc ' -e s.

We have examined more reasonable assimptions about amount of syn-

chroni7ation and coordination betweten the suporvisor and the various

tither fderated processing elements. In the following discussion we

maki. two assumptions. (1) All trafflc on the htis is periodic. For the
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application we have chosen, virtually all messages are transmitted

periodically, and any which nre not can be ignored. (2) Data is

requested at a rate no greater than it is produced. That Is, if a given

piece of data must be transmitted on the bus n times a second, the

supervisor commands that it be transmitted nnly n times a second. 0t,-

vrwise, the system begins to acquire the ch~r.t'rlstlcs of a polled bus

system, wit Ih the a ssociated Increaso In system overhead, and thle

a nalysis which follows is not !ppl fcahhl.

Let T be the random variable which corresponds to the point in the

interval !O,at] at which a message Is ready to he transmitted, where

t < 1. (We have arbitrarily set t - 0 at the ,tart of this interval,

which we will call a message interval.) f is the frequency at which the

data is produced and, consequently, the frequency at which the mesf-igv

transmission is requested (Fig. 1). Assume that the message trnsmis-

sion is requested at times x, x + .x + 2 ... , where 0 < x < at. ThtisT' x '
Implies that the supervisor knows the boua.ti- of the message Intorv:,

hut not the exact point within that IntervAl at w.hich the data hicomes

avallahle for transmiision. Define P(x) to he the delay bits'ev.ri ,V,

moment that the information bhecome. avall ihlv during [O,Atj an'! the

Mom) Ell t tha t the Jita Is tivqu.st cd after benm log ;iv: flab 1 e . LEt

FT(t') = Pr[T < t'l be the cumulative distribution function for T. Then

X & t 1 ( t )

EiD(x)] = f(x-t')dFT(t) + T (VT x)]dFT(
0 x

-EfTj + 1'i1 -F )

0 At

Pigure I. Message Intervals
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Evalu.ttng (1) at the endpoints of the interval gives:

F(fD(O) - - FIT] + I

EID(at)) - - Ell-] + At

l ff,.rent iating wi th rc-spect to , ind set rIng t 1,c rrM.It, ting expression
iqu;1 to n givsC

d rlFT(x) '-f

The minImum expected dt)ay occurs at x 0 0, x - At, or x =

x s.t . (x) . - f. Sinrce At ," I)(x)1 Is bouni ee by
xI dx T bXu hy

miin

T- EITI.

In order to detprmin, thi- minimfium exp.-cted delay, tlio distribution

of T must he Inovn,. We will mnse thrce 4 ifferrnt assumpttons i'nd

avtily7c i:ict . Tte thret, d istrihtt tons chost.n are uniform, trunrit.d

1t rml], :in..l Irunron l I xpot.,nt il.

'%, mt T Is inlformIy dist rihitt-A nvr th,, interv.: 1 0,tI (lt .

• I~

at, 0 < t" < At
FT W) 0, othNrwise (2)

I'T

This g I vt

SFrct'

J*

!'1 trt 2. tnifor'n rtstribition for T
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d'< ~ ~ ~ ~ I IU() I-- t d; f -

,1 r. t hfe tr'nrnl *xpe'tc' !(,ai occiirs for Al inO. 1t,- Cqmil to Ii0 f

lit -;i of th1w fll cr'vat At.

A -ctin,! iszt~pt l for i F d i t r 1 tit I n r l s F t o f i t r in-

Cl>EtC ..Xpont'ft ia I Jv'f iti hy Eq . (3). G i s t ie ciiimid1 1 k,(- r!u

ti on f mi'- t. ion for onu vxpontco t i.11 v ifi 1st r Ibut 0,1 r;! lio var io'Il v .
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Fipore '. 'rictdFxpor'nt i l Dist r ibut ion foi- T

Ate

A t

til;t of ., rimfc:!tc ' T"OlM:] r;.lo:7' v:-ri iahl e w il r:- .it - md vof nr f.ncv

(1 11. lI ktzmif ionm Ths I!; fillI It, f h fo ! Inv;.''r e(ql- ins ItA
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of till litervil -in.' i) moilntaiirdn,- t1iS sZyn hr niza.tiun citirlng Sub-

svquiiont i~a irto rv. 1 s. Proc o ssor s qlare' I'( CI 1111 Cn n el00c , ;11'! tb, r.' ;ir

1CynflirfootlS procs5iz- vliicl, may iritse Inteirrupts which must he pro-

Cessed at cuc!il timel(s.

To mo.-!, thIF, .0dlit I oni Iuincfrtai nt y, levt us :issumc' t Iit i ~s alIso
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and T which are symmetric within the respective Intervals (1.v., ErXi

-F.fXj - Ff1+ f~ IF(x)dFT(x)C)

This me~ans thnt the best thaet we can do is to delay the request until at

l"ast. the end of the interval during which tlee dstn will become ready,

incuirring an expectod dvlay of bt in doing so. However, if at Is
I

freater th;4nm half of the data period .T, Eq. (7) Indicates that the worst

case average delay is just 21f

Cloarly, the above analysis leaves many queestions unansw'ered, hut

It does indicate that in the absonce of some synchronIzation mechlnism,

corm.nd-responsf& Is at he'gt a dubiolls cl~o icv when) it tmpting to ininimize

d ata latenc ies in 1 s ys t m wi rim periodic n'ess-ugc t ranstIissions.

t~fhough nothing haes been snid about ma~ximum n ltencies, the ave-rape

ilmtencies m~iy he very large, on tiev order of h-mif of the me'ss.-ge period.

i V. I n'll' 1.1 I o ni ' 1

In -it tempting to nnswcr many of the que~stions poscd c-irl er , %we ares

for(td,. to usfed Siil t ion IS -n na1 yti cal tool bcanuse of the complecx-

it y of the msyti-m. Sini-e tihe answers to the qc:'st (onr will he deponient

im tv :,pp i(-;it ion, it 15; nccrssmry to describe iii !ctail the molels on

W ,ivi. cisci tiev MCM prol.c t asF 3 bl-'S for the ."mul at ion mondel.

Throe. con igur t I onr ire be in,', cons id'ered , h~i-.d on tbree ii ffcroot

n:-viglt ion iel(.The first, 12r1eidd Taictic.-l Guidance (ttTC), as-zimc

th'et the "'i'lick to nvi."..alt Is riec'ompl ishuci es onily .a low'-cost iie'r-

tli -, uitliince syst em ( lS),wi th no .'xtcrn' 1 y-dorived referents. Time'

sco,,Ttrra iin Contour Xic ll og (TVIRCOt), cums on LIGlS for navigat ion

b't t%.,. :' serf Os of gt-r;,1 i 1 'hical air( ,s used for posi tional tp';tvS via

-,,vtr oe m:0ti 1, %.itht roference m~ip- The~ thmi rd confilgirit ior. Zq Tlrt i-

Cl1 l'..! I'ori ii i'Mo, F-ystlcn C'd.'nee ', and it 1 iLt'Wiv k.Iu'nployl.l(!
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pa-kaige, this time In -onjiin-tion with a satell Itc- positioning system

wh I e I sitpp I Iee referenre darn nt ":ir ious I nterval s.

Because of the federated nature of the pro. vsslng system, thle

designe.r has ronsiderable flexibility within any of these configurations

In dociding both thi, number of prorenqors employed 10~ the distribtition

of r.izks, to the various proc-essors. Fig. 9 I 1lttrnt,,s ore possible

,;cenario. This figure, sh~ows rine 11TV's Interfacrid to tire bus. TI!e

sirnulortion ictunll1y uses fouir BTU's for the L1TC corlfiration and five

111i' for both the TERCMN and TCPSC c-onfigurations. In each of the con-

figurations, there Is an additional slot on the bus which Is Lised for

dic-gnostic purposes. Mitring ain -rtual missio., thc ac'ditional slot will

be uinused, ;ind the only effect Is to cause an nddi tionril dulay in tile

rounil-rohin cyrc.

Another major design chotet Is whether LCJGP* .atl is to be supplierO

to tiso reqisite processors directly through 1/fl interfae's in the pro-

oecsorrs, or he placed on the buts. If it is to be pine". on the buis, the

bu t% willza tioun lnc r.tses by -i a$~ f.-ctor, arl tl IF- offoct of' dit a

It one> on control loop st -ih ility is liIkel y to he muich more pronoomeeriI ~-. a pt.:it iov ri lows il ( opt itoi of spcifying whe*t'I('r or not LIC' G tai

LCIGS cotl

NAM4 GAN ZNR DAP SUP

Figti 9. F'-fitc'! tystc-m vfIti' !nv 11TV'
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is transmitted on~ the bus.

Fig. 6. is a egr-iricz de-srription of the caiist-.ind-efrect relation-

ships which may exist among the varioxis me'ss.,ges being transmitted on

th biutls. The figure indicates messnge frequencies, computational

detlays, and precedences. The partictilar configuration pictutred here Is

VTC wit tiotit LCICS dat:i on the bus. Al though th"- description Is almost

c.'rtain!y not entirely accurate, It r#epresents :ircAsonable ipproximl-

ion, a1nd allows rk-1va.nt comprisons to be mnac.

Tliv simuitlation olso al lows the specification of one of two possible

bus protocols. One is MIL-STP-l 76', (proposed), also cal led DY~IUX 121.

The major feCAture Of Importonci is that rio single processor acts ar, a4

vontrol icr, hut r.athwr oarl! pro'-ersor In turn is givvn ront rol of f-hr

bus1 in :a roun.'1-robi n, cyclt cil se-quence. M-s; ire surcei- inrtea'li

of Itintin-retdso that one mv-zq;c may he recevived by any

niunber of proi ssorr. uitl:out the, kowirdge of the transmitting prorps-

ror . T1e tIis intcr fare :s roe iati1vel y r irlpi and i iitxpensiv .t

Tj oll-..r pmotoro*i m~o 1 (. t ujs, of - T.-!'Trl-I 9 '171 !1 in :i

.1Ii-,-fs 11 1 -. t ion mwit cal I &f 1'oli fit. Prit ! Poh in Passing Prof oro I

A n tHs Tn-'' , th- li7'111bli- rly he- thoir:',ht of ;is sirnul~ting ti-a,

21'of Lh-' 1 7h'; s: .'i rdI ; hovf r, htitr a- if 0i- overhiid of ti-c-

1:.iwls! I'. ;np l' I - Must nccviir , !!PR~PP is~ sl ower t ain RzPPP, by a factor of

. prox il-, te: y wo . 1%am PTV 1111?ut b*' ablet to ftinf-t lon hothI ar P con-

i i l1, .,n'l is i vtiot',- tcrmmil , tad ti-' r(qiif t-mi'nt of impvrrnt lop

~~t'? ,'5 -l 't 'it -1 ir. ui (- s I '~ r( I.: .i %-I y mot oollple,' ill

1MliI1. t Iiot P slilt.

'iiv' !!d not permit extensive !Lii-"uat ion runvs to he matdf iwforo tic

ron', 1 u ti oun of t i- stimmc r a pro i t me t . i'eee" - , so-nt resuil t s v,,- rv

i' i I ' lng conipnr Ison o f PflT1 iti]i ~iP1vm fn r t he V'TC aonffeptir -

t n a or % ir; t I)' o! - -,t in ' tcl cotpiut ;i t ton:,l ~I Itys. T1,(, rceiil ts

- i 1' jtii t i c':- i r4 sim:r i z d n iii v I. ii In( of tI,- t.-'hI
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time, accumu-
lated velocity

(5-7)

bank angle reference

(5-12) frame rate
I (6-4) 10 Hz

summed axial vehicle state
acceleration (6-9)

(5-15)

I- - -----------------------
body to nav.

frame 5 Hz
transformation
matrix (5-6)

1-------------------------
summed x-gyro guidance com-
output (5-17) mands (6-10)

compensated baro altitude
gyro output (9-6) Hz

(5-18)

broadcast time
(5-2)

aircraft data
(3-9)

filter states .2 Hz
(6-5)

Figure 6. Message Traffic Interrelationships
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Protocol Message Wait Message Latency Cycle Length

RRPP 82.5 (311.0) 153.1 (530.0) 123.8 (583.0)
MRRPP 221.4 (519.0) 292.0 (699.8) 248.7 (818.0)
RRPP 83.0 (266.0) 153.6 (524.5) 123.8 (583.0)
MRRPP 239.7 (666.3) 310.3 (706.3) 248.7 (818.0)
RRPP 80.3 (214.0) 150.3 (699.3) 123.8 (543.0)
MRRPP 219.3 (520.9) 289.7 (728.5) 248.7 (722.0)
RRI'P 116.9 (263.0) 152.3 (504.0) 125.5 (548.0)
MRRPP 253.5 (477.0) 289q.2 (701.0) 248.7 (722.0)

Table 1.

Results from four simulation runs, comparing Round Robin Passing Proto-
col (RRPP) with Modified Round Robin Passing Protocol (MRRPP). All
times are In microseconds, and are given as "average (maximum)". Confi-
gtiration Is UTG.

corresponds to a different set of computational delays. As expected,

the MRRPP results are much poorer than the RRPP results for the same

values of computational delays. This is due to two effects. First, as

mentioned above, the MRRPP is slower than RRPP because of the overhead

of performing hiindshaking on the bus when transferring control from one

ISI11 to another. Second, as the round robin cycls get longer, the pro-

bohility of a collision oecurring in a cycle increases, further

leniethtning the avrage round robin cycle time and hence the average

data latoncy.

As the bus utilization increases, data latency increases rapidly

tor thlie M1RPP. This Is illustrated in Table 2, which compares the per-

lerniroce of MRRPP when LCIGS data Is placed on the bus and when it Is

not. Note, that the avrate data latency when LCIGS data Is being

tr,!isiitted on tho bus Is more than .4 milliseconds, while the maximum

d.ti latoncy has Increased to well over a millisecond.
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No LCTGS LCIGS

Message wait 250.8 (614.4) 254.8 (956.5)
message latency 322.7 (756.7) 420.5 (1136.5)
Cycle length 302.5 (870.0) 346.1 (1126.0)

Table 2.

Comparison of performance of Modified Round Robin Passing Protocol with
and without LCIGS data on bus (TERCOM configuration). All times are in
microseconds, and format is "average (maximum)".

VI. Recommendations

A number of problems remain to be investigated. First, there is

the question of model accuracy. Although the models for each configura-

tion were formulated using the best information available from a variety

of sources, in many cases the necessary information was not available.

Also, as the MG) project evolves, some changes are certain to occur.

The success of any attempt to use simulation results to predict perfor-

mance will of course depend on how realistic the model is. To this end,

the simulator was made to be easily adaptable and expandable, so that as

changes occur or more information becomes available, the necessary

alterations to the model can be incorporated into the simulation in a

straightforward, predetermined manner.

A second recommendation, and one in which I have considerable

interest, concerns the question of what sort of bus protocol is most

suitable for the given applications. Although 1765 is superior to 1553B

when uising MRRPP, 1553B might be operated In other modes which would

improve Its performance in terms of reducing data latencies. This

should be investigated, and other non-standard bus communication schemes

should be considered. In particular, the idea of a carrier sense multi-

ple access broadcast network is intriguing, especially in view of the

relitively light bus loading for these applications [5]. In an

Ethernet-like approach, one cannot bound maximum latency, but we wold

v.xpct the ,verage latency to be very low. Also, instances of large
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latency way occur only very Infrequently, depending on the bus loading,

and if these instances are rare, they may have only an Insignificant

effect on performance. This approach also raises the possibility of

incorporating some kind of message priority in the system, such that

certain critical messages (control loop information, for instance) could

have even lover latency at the expense of other messages less sensitive

to delays. Of course, minimizing data latency Is not the only criterion

for suitability and this should also be considered In judging other com-

munication schemes.

t
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VORTEX BREAKiDOWN AND INSTABILITY

by

Shiva N. Singh

ABSTRACT

A literature survey on the vortex breakdown phenomenon is presented.

Several theoretical and numerical models which have been proposed and applied

to explain the experimental observations concerning vortex bursting are reviewed.

Required parameters to perform the related stability analysis have been identified.

Appropriate criterion where possible are cited to assist engineers in estimating

occurrence of vcrtex bursting. A numerical scheme to compute and verify some of

the results for incompressible inviscid unstable modes is programed on the com-

puter at WPAFB. It is suggested that the influence of adverse pressure gradient

on the vortex breakdown be investigated in detail and results thus obtained be

compared with experiments under appropriate conditions.
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OBJECTIVE

The main objective of this project was to accomplish a literature survey

on vortex breakdown and related phenomena and to identify the various nondimen-

sional parameters which govern the vortex breakdown. To study the phenomenon,

we wanted to formulate the linear stability analysis and program the problem

on the computer. And finally, once this is accomplished, we can point out what

additional factors should be taken into consideration to further explain the

vortex breakdown.

7
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SECTION I

INTRODUCTION

The problem of vortex breakdown occurring over delta wings at large angles

of attack and in axisymmetric swirling flows in circular pipes has recently

received considerable interest. A number of review articles (Hall18'19 and

Leibovich 31) on the subject have been written and a symposium on concentrated

vortex motions in fluids (KUchemann 27) has been arranged.

Peckham and Atkinson40 were the first to discover the occurrence of vortex

breakdown over delta wings with highly swept leading edges, when such wings were

set at large angles of incidence. The work of Elle , Cox , Werle , Lambourne

28 23 9 33and Bryer , Hummel , Earnshaw and Lowson helped to construct a detailed

picture of the flow field near the breakdown. When a slender wing is set at an

angle of attack, the flow on the upper surfaces separates from near the leading

edges, forming two shear layers. These layers curve upward and inboard and

eventually roll up into a core of high vorticity. Most vortex cores have an

appreciable axial component of motion and the fluid spirals around and along

the axis. In the core of the leading edge vortex over a delta wing, velocities

two to three times that of the undisturbed stream have been found. An increase

in the angle of attack strengthens the vorticies and eventually there is an

abrupt change in the structure of the vortex with a very pronounced retardation

of the flow along the axis, followed by reversed flow in a region of limited

axial extent. This abrupt change is called "vortex breakdown" or "vortex bursting."
20

Harvey initiated the study of vortex breakdown through a long cylindrical

tube. By varying the amount of swirl that was imparted to the fluid before it

entered the tube, he found that the breakdown was the intermediate stage between

two basic types of rotating flows, those that do and those that do not exhibit
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axial velocity reversal. Since then, Kirkpatrick24 , Chanaud7, Sarpkaya42 '43'4 4,

Faler and Leibovich11,1 2 and Garg1 3 performed the more easily controllable experi-

ments in tubes and presented va¢c data on vortex breakdown. Two forms of vortex

breakdown predominate, one called "axisymmetric" or "bubble-like" and the other

called "spiral." The type and the shape of the forms depend upon the particular

combination of the Reynolds and circulation numbers.

Many analytical and numerical solutions of the Navier-Stokes equations

have been attempted to explain the occurrence of vortex breakdown phenomenon.

Hall 17 and Stewartson and Hall 48 attempted to solve the Navier-Stokes equations

by proposing a simplified model for the vortex core formed over a slender delta

wing at incidence by the rolling-up of the shear layer that separates from a

leading edge. The incompressible quasi-cylindrical boundary-layer approximate

momentum integral equations describing the flow in the viscous core of a wing-tip

vortex were solved by Gartshore 1415, Steiger and Bloom4 7 and Mager37. Benjamin3 '4

suggested that the inviscid vortex breakdown, like a hydraulic jump is a transition

between two conjugate states of flow. Bossel 5 ,6 analyzed the vortex breakdown

flowfield by reducing the equations of motion to simpler sets in four different

regions. Solutions of the steady axisymmetric Navier-Stokes equation for vortex

breakdown in a confined as well as unconfined viscous vortex have been obtained

18 26 16by Hall, Kopecky and Torrance and Grabowski and Berger

Many authors believe that the vortex bursting with a local stagnation of

the axial flow is a direct consequence of hydrodynamic instability with respect

to axisymmetric, non-axisymmetric or antisymmetric infinitesimal disturbances.

Ludweig35'36 initiated the study of linear hydrodynamic stability concerning

30,'31 41swirling flows. Then Leibovich 0  
, Randall and Leibovich , Uberoi, Chow

5 32 33
and Narain , Lessen, Singh and Paillet , Lessen and Pailett , and Singh and

Uberoi45 carried out detailed stability analysis on the vortex breakdown.
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In the forementioned research work concerning various explanations and

interpretations of vortex breakdown, there is considerable overlap between

theoretical predictions and experimental observations. In the following sections,

the mathematical formulation of the vortex flows in cylindrical polar coordinates

(r, 6, z) is given. Solution for the axisymmetric axial flow in trailing line

vortices is obtained. This is imposed as the starting condition at z - 0, to

obtain the solution profiles of full Navier-Stokes equations for z > 0. In

order to study the linear stability analysis the mean flow is also taken as

that of trailing line vortices. Theoretical solutions thus obtained are com-

pared with experimental results and discrepancies pointed out.
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SECTION II

MATHEMATICAL FORMULATION

Cylindrical polar coordinate system (r, e, z) are used. The radial,

circumferential and axial components of velocity are denoted by u, v and v

respectively. The unsteady Navier-Stokes equations for incompressible medium

are:

I aur + .1 luJ a.L 0

r r r a6 az()

au + u au uau + u v -1 ap + v(V2u u ) av
at "ar r ae az - v0 r -2 (-)) (2)

r r

aV+ u D + + y w L+ . -l 2_ + v(V 2  _ v + 2 au (3)
at r r r p rae -2 (-2) -(3)r r

aw aw + yw aw
t + +  H az p az (4)

where a2 a2 1 a 1 a2  a2

ar 2  r r z

and p, p and v are the pressure, density and kinematic viscosity of the fluid.

Fluid flowing past a lifting wing produces trailing vorticity and this at

some distance downstream, eventually concentrates into two trailing line vortices.

A characteristic feature of a steady trailing line vortex is the existence of

strong axial currents near the axis of symmetry. The link between the azimuthal

and the axial components of motion in vorticies is provided by the pressure; the

radial pressure gradient balances the centrifugal force, and any change in the

azimuthal motion in the axial direction downstream produces an axial pressure

46 38gradient and consequently axial acceleration (see Squire 6
, Newmann

1 29 49Batchelor , Owen and Uberoi for discussion on trailing vorticies).
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To derive the expression for the velocity components in the case of trailing

line vortices, flow fields are assumed to be steady and axisymetric, such that

the axial variation are smaller than the radial derivatives, i.e.

a << 1_ w8>>u (5)

az ar '

We further approximate that the axial velocity w is nearly equal to the free

stream velocity W, then equations (1) to (4) reduce to

r i (ru) + (6)

2
v_. 2 1 p (7)
r p ar

v 2 v 1 v v, (8)
W L- a 2) +r r 2

W 2w 1 - + , 1 w) (9)" -P az r%- +  a) 9
r

A new independent variable 4 Is introduced In place of r and is defined as

Wr2 /4vz (10)

Solution under appropriate conditions is obtained as (see Batchelor and

49 21
certain comments by Tam and Herron2 )

c

r
2 2CWz _- c -

wz Log T ") e f - e- e (12)

2 2
Po -P Cow (I e-  + 2 ei() -2ei(2c)], (13)

where

f(c) - e-4{log 4 + ei( ) - 0.807) + 2ei() - 2ei(2 ),

and ei(4) =d

71-9
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c is the constant circulation at large radius r and L is a constant depending
0

on the induced drag or the initial velocity defect in the presimilarity stage.

Uberoi50 has shown that the expressions (11) to (13) for v, w and p neglect

radial and associated axial convection of angular momentum and the radial

velocity component is assumed negligibly small. As a result the trailing

vortex reduced to a line vortex and thus the approximation may be invalid.

Although the solution represented by (11-13) may not be quite accurate, it is

generally adequate for many purposes. Further studies have assumed this solu-

tion as the starting condition at z - 0 to calculate the subsequent development

of the vortex breakdown. Also, the experimental measurements of the velocity

distribution inside a swirling tube are quite close to those given by (11)

and (12) (see Garg 3).
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SECTION III

SOLUTIONS OF THE NAVIER-STOKES EQUATIONS

In non-viscous flows, in addition to theorems of Bernoulli and Helmholtz-

Kelvin, Crocco developed an interesting result concerning vortex flows.

Euler's equation for inviscid compressible gases can be written as

(a'l/It) - 'x(Vxi) + V(i /2) - - Vh + TVs (14)

where u is the velocity vector, and h, T and a are the enthalpy, temperature

and entropy respectively. Making use of Bernoulli theorem equation (14) reduces

to (for steady state)

ux (V x U) - -T(Vs) (15)

Two conclusions can be drawn from (15):

1) An irrotational stationary gas flow is an isentropic motion;

2) If there are entropy changes within the field, vortices (vortex

sheets) will generally appear. Or the vortex flows are non-isentropic,

unless the velocity and vorticity vectors are parallel to each other, a very

special case.
On the basis of inviscid theory, Squire , Benjamin , and 5conBenjmin andBossel 5 cn

sidered the following differential equation (see Squire and Benjamin for its

derivation)
2 1 8 3* + 2 2 dHkEl- r r 2 -r d k A (16)

ar2 rz 2  d - o

where * is the Stokes stream function. H is the total head which by Bernoulli's

theorem is a function of * alone and k - rv, the circulation about the z-axis is

also a function of 0 alone according to Kelvin's theorem. The above-mentioned

authors attempted to obtain solution of (16) in terms of axisymnetric waves.

They regarded the vortex breakdown phenomenon as the existence of a critical
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state. Vortex flows have been classified as 'supercritical' if the wave can

propagate with phase speeds in the downward direction (c > 0) or subcritical

if the propagation is also possible in the upstream direction (c < 0).

'Critical' flow separates the two classes where c - 0. Benjamin proposed

that vortex breakdown be explained as a transition between two (supercritical

and subcritical) conjugate states of axisymetric swirling flows being much

the same in principle as the hydraulic jump in open-channel flow. 
Leibovich 31

points out that solutions of (16) cannot give much information like the onset

or the position of breakdown, or breakdown and transition in the spiral and

bubble forms.

Quasi-cylindrical approximations to (1)-(4) have been introduced by

17,1848
Hall17'18 and Stewartson and Hall . Vortex breakdown was assumed to be

similar to the separation of a two-dimensional boundary layer. They used the

quasi-cylindrical equations in step-by-step calculations. Gartshore14 ,15 and

Mager3 7 solved the equations by momentum integral methods by neglecting the

imposed pressure gradient. When a large axial gradient develops in their

solutions, they conclude that the vortex breakdown has occurred. Just as the

two-dimensional boundary-layer approximations break down as soon as the separa-

tion occurs, similarly the quasi-cylindrical approximation are no longer true

the moment infinitely large axial gradients appear. Mager finds that the closed-

form transcendental solutions of the quasi-cylindrical momentum-integral equations

for the flow in the viscous core of a wing-tip vortex have two separate branches

with the same flow force deficiency. Upstream of the discontinuity, the upper

branch solution results in a strongly decelerating flow with a rapidly expanding

core while the lower branch solution (with the same angular momentum) gives

accelerating flow with a rapidly expanding core while the lower branch solution

(with the same angular momentum) gives accelerating flow with a substantially

larger but slightly contracting core. These facts together with Sarpkaya's
4 2
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photographs and observations that the axisymmetric bubble is always followed

by the spiral breakdown, suggest that the spiral breakdown may be the physical

manifestation of the discontinuity while the axisymmetric bubble may be related

31
to the cross-over. However, in words of Leibovich , the inference of structural

detail from an analysis containing no structure, seems an unusually bold step.

Three sets of investigators attempted to solve numerically the full

Navier-Stokes equations. They assumed the flow to be axisymmetric and incom-

pressible. Lavan, Nielsen and Fejer53 studied the swirling motion in a cir-

cular duct, consisting of two smoothly joined sections, (one stationary and

the other rotating with a constant angular velocity) for small and large

values of the Reynolds numbers. The flow reversal occurs on the axis and

near the tube wall and conditions for incipient flow reversal are established.

This study deals with a situation much different from those in vortex break-

down. Kopecky and Torrance 26 treated a more realistic problem and imposed

initial conditions that resemble vortex breakdown experiments in a tube more

closely. An explicit finite difference procedure is used to integrate time

dependent transport equations. Their results indicate (a) completely confined

eddies can exist even at low Reynolds numbers, (b) sensitivity of eddies to

changes in Reynolds number and swirl and (c) some effects of the upstream
16

boundary condition. Calculations performed by Grabowski and Berger in an

unconfined region are more extensive and have greater special resolution than

those of Kopecky and Torrance. Their solutions exhibit many of the character-

istics of vortex breakdown. Taken together the last two results tell us that

the Navier-Stokes equations do indeed entertain solutions resembling the axisym-

metric bubble form of the vortex breakdown.
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SECTION IV

HYDRODYNAMIC INSTABILITY

The tip vortex of a laminar flow wing was studied by Singh and Uberoi
51

at a sectional lift-to-drag ratio of 60. Downstream of the wing the jet

rapidly dissipated and a wake developed in the core and intensity of turbulent

vortices decreased. From 13 to 40 chord length periodic oscillations dominated

the velocity fluctuations with little background influence. These instabilities

had a symmetric and a helical mode with wavelength of the same order as the

core diameter. Garg1 3 in his experimental study of the structure of vortex

breakdown in a tube observed axial and azimuthal velocity fluctuations at

numerous points. It is likely that the oscillations arise from an instability

of the mean flow. He measured the mean axial and azimuthal velocity components

given by

W(r) - WI + Ws exp(-r 
2) (17)

rvalues=have[bee by(-r2] Gag(e lo(18)

The parameters k, 8, and W vary slowly with axial distance. Their

values have been experimentall .y determined by Garg (see also Leibovich 31)

The stability of the mean velocity profiles given by (17) and (18) has been

analyzed by Howard and Gupta 22 , Lessen, Singh and Paillet 32 and Lessen and

33
Paillet . To perform the linear stability analysis, equations (1) to (4)

are nondimensionalized with respect to the length scale rs and the velocity

scale Ws given by

(W2
2= c0  Wz U2

r (W/4vz) Ws = -" log-- + L8-" (19)

If we neglect the terms f(r) in equation (12) (Lessen, Singh and Paillet
32

point out that this term is very small under certain conditions), equations
W

(11) and (12) are similar to (17) and (18) when B - 4---
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We assume

u a u', v - V + v', w- W " w', P + p' (20)

and W. v', w', p') - fiG, H, F, P) (r)exp[i(az - act) + ni6] (21)

where P is the mean pressure distribution given by (13) associated with mean

velocity distribution W and V. a and n are axial and azimuthal wave numbers,

c - cr + icr is the complex phase velocity and F, G, H and P are the complex

amplitudes of perturbation. By substituting (20) and (21) into the nondimen-

33sionalized and linearized equations (1) to (4), we get (see Lessen and Paillet33

arF + (rG)' + nH - 0 (21)

r 2yG + 2rVH - r 2P' - (iR)-I (r(rG')' - (a 2 r2 + n2 + 1) G - 2nH] (22)

r2yH + r(rV)'G + nrP - (iR)-1[r(rH') ' -(a 2 r2 + n2 + 1) H - 2nG] (23)

r 2F + r 2W G + a2r2P - (iR) -  r(rF')' - (a2 r 2 + n 2)FJ (24)

where a prime denotes d/dr, R - rsUs/v and Y - a(W - c) + nU/r.

Batchelor and Gill2 discuss the boundary conditions required to integrate (21)

to (24). These are

F(O) - G(O) = H(O) - P(0) = 0 when n - 0, 0 1,
F(O) - G(0) - H(0) - P(0) - 0 when n - 1, 2, 3...(integer) (25)

F(-) - F(-) - H(-) - P(-) - 0 for all n. (26)

For the axisymnetric case n - 0, certain general results similar to those of

Rayleigh's theorems for the stability of two-dimensional parallel inviscid

23flows could be established as suggested by Howard and Gupta 2
. Equations (21)

to (24) when n - 0 reduce to

d d 1 2 rW" -W' 2V(rV'+V) IG (27)

T (+Let)G [a2  73-22
r(- +rw-c) r 2 (W - c)2

Let X -G/(W -c) r- 3 D(r2V )

D d/dr , D d/dr + l/r,
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then (27) becomes

D[(W - c) DrX] + k W 1 - W")X - W' 2 (W - c) - X

-a 2(W - C)X + (W - c)-Ix - 0 (28)

Multiplying (28) by rX and integrating over (r., r2), we obtain

5 ( - c)(1D, X12 + .2 IX12] rdr + (r" -W')1X1 2 rdr
r1  r1r

+ c(W - cW) ' - I] jW-- rdr - 0 (29)
ri

Starred quantities denote their corresponding complex conjugate. The imaginary

part of (29), if ci = Im c > 0, gives

r1 2
[IDx12 + a2 2] rdr + W,2]-I X,2 rdr - 0 (30){ [lDXI2  21x1 S 4s W '2  cwxjrI  r 1

which is impossible if 0 is everywhere > 1W'2 . Thus, a sufficient condition

for stability is that -W ' be everywhere non-negative. Defining a local

Richardson number J(r) by
J~)=(r2 2)'

J( r3W 2 (31)

the stability condition is J(r) > . This is similar to Rayleigh's point of

inflexion theorem for two-dimensional parallel-flow instability. Another

result like that of Howard's circle theorem can be established following

Kochar and Jain25. If we introduce

M = G/(W - c)

into (27), we have

2 2 2
D[(W c) DM] - C2(W - C) M + *M = 0 (32)
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If (32) is multiplied by M , complex conjugate of M and integrated over

(r1 , r2), then the real and imaginary parts together with certain manipulations

introduced by Howard lead the inequality to

2 2 ~r r
r 2 + ci - b ]Q rdr + f1M12 rdr 10 (33)

rI  r1
2( 2~ IM2 ab *5 *M d O(3

whereQ- IM'12 + 2 MJ2 , a < W < b.

The result (33) can be shown such that the complex wave velocity for any

unstable mode lies in a semi-ellipse whose major axis coincides with the

diameter of Howard's semi-circle while its minor axis depends on the

Richardson number J. The following inequality

2 2c 2
[c - (a + b)]2 + < V(a - b)2 (34)r c + (l - 4J)-

is satisfied.

The inviscid stability of swirling flows with mean velocity profiles

given by (17) and (18) was studied by Lessen, Singh and Paillet with respect

to infinitesimal non-axisymmetric disturbances. The flow is characterized by

a swirl parameter q which is the ratio of the magnitude of the maximum swirl

velocity to that of the maximum axial velocity. It is found that as the

swirl is continuously increased from zero, the disturbances die out quickly

for a small value of q if n - 1. The results for negative azimuthal modes are

very different. For negative values of n, the amplification rate increases

and then decreases, falling to negative values at q slightly greater than 1.5

for n - -1. The maximum amplification rate increases for increasingly negative

n up to n - -6 (the highest mode investigated) and corresponds to q = 0.85.

For viscous stability theory, Lessen and Paillet calculated both time wise

and space wise growth rates for the lowest three negative non-axisymmetric

modes (n - -1, -2, and -3). The large wave numbers associated with the dis-

turbances at large Inj allow the n - -1 mode to have minimum critical Reynolds
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number of 16 (q a 0.60). The other two modes investigated have minimum

Reynolds numbers on the neutral curve of 31 (n - -2, q - 0.60) and 57 (n - -3,

q - 0.80). For each mode, the neutral stability curve is shown to shift

rapidly tovards infinite Reynolds numbers one the svirl becomes sufficiently

large.
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SECTION V

CONCLUSION

All the experimental observations indicate that vortex breakdown depend

on two dimensionaless numbers (1) the Reynolds Ws rs/v and (2) the circulation

= q/Ws rs . The axial and swirl velocity components are given by (17) and

(18). Starting with these values for the velocity components at a junction

z - 0, theoretical prediction of the occurrence of axisymmetric 'bubble'

like vortex breakdown for z >> 0 is in qualitative agreement with experimental

observations. Linear stability analysis predicts that all the vortex flows

are stable subject to infinitesimal axisymmetric disturbances provided the

Richardson number J (r 2V2) > . Breakdown has also been correlated with3 '2 -rW

tan * (vmax /W) such that the maximum value of 0 upstream of breakdown is

invaribly greater than about 45* . In the case of non-axisymmetric disturbances,

the negative azimuthal modes are more unstable than the positive ones.

Numerical experiments have, however, not been able to predict the spiral

form of the breakdown, because it may be excluded by hypothesis by axisyunetric

formulation. The effect of adverse pressure gradient on the vortex breakdown

has also not been studied.
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SECTION VI

RECOMMENDATION

Suggestions for follow-up research: We would like to investigate what

effect the adverse pressure gradient has on the vortex breakdown. In flows

through pipes both Kirkpatrick24 and Sarpkaya4 2 have observed that there is

a slight positive pressure gradient upstream of the breakdown and a negative

gradient immediately downstream. In flows past ogive cylinders and delta wings

at increasing angle of attack the positive pressure gradient seems to accelerate

the vortex breakdown. To study this, first the expressions for axial and

azimuthal velocity components similar to (17) and (18) have to be obtained as

solutions of the Navier-Stokes equations under the imposed pressure gradient.

One way is to invoke (16) with (18) and find * for given pressure distributions.

Once the questions regarding starting values of v and w are decided, then both

the solutions of the Navier-Stokes can be attempted and the linear stability

analysis subject to axisymmetric and non-axisymmetric disturbances also can be

studied.
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AN APPLICATION OF INVARIANCE PRINCIPLE TO
PILOT MODEL FOR NT-33 AIRCRAFT WITH VARIABLE

COEFFICIENTS AND DELAYS

by

Akhouri S. C. Sinha

ABSTRACT

A method for analysing Pilot-induced oscillations (PIO) for

NT-33 closed-loop pilot model when the ratardations and coefficients

are not constant is proposed. The fact that the retardations and

the coefficients are not constant is justified due to the effect of

wind shear and the neuromuscular dynamics of the pilot reflected in

the available data. The nonlinearities in the model are also con-

sidered. The method is based on the use of a new description of

such systems in terms of convolution equations. The spectral

factorization of the entire functions of the exponential order is

used to derive a criterion for the PI0-system with variable co-

efficients and variable delays under the assumptions of continuity

and boundedness of these coefficients and delays. A Lyapunov functional

is constructed which gives a criterion ojn the roots of a certain

"quasi-polynomial", i.e., a polynomial in a variable and the exponential

of that variable. The largest domain of attraction is obtained from

the Invariance Principle. Recommendations for follow-on research in

this area are suggested.

72-2



ACKNOWLEDGMENT

The author wishes to acknowledge the Air Force Office of

Scientific Research, the Air Force Systems Command, and Southeastern

Center for Electrical Engineering Education. The author wishes to

express his gratitude to Dr. Robert C. Schwanz for suggesting this area

of research and for his guidance and encouragement given him during the

course of the project. His able assistance has been invaluable in the

preparation of this report and for the presentation of this work in the

seminar.

He also wishes to express his sincere thanks to Mr. Frank George

for his interest, advise, and discussion of this work.

The author would like to thank the Air Force Control Dynamics

Branch for supporting a very worthwhile and interesting summer research

program at the Air Force Wright Aeronautical Laboratory, Dayton, Ohio.

Finally, he would like to thank Dr. G. K. Richey, Senior Scientist

FICG for his excellent presentation on WPAFB, research activities.

ASCS
Fall 1980

72-3

-.. . . . . .- -. -'4 ,..



I INTRODUCTION

The Air Force Flight Dynamics Laboratory (AFWAL/FI) has been

conducting research on the effects of control system dynamics on

fighter approach and landing longitudinal flying qualities. The

objective in the program has been to investigate pilot-induced os-

cillations (PIO) of the NT-33 aircraft due to significant control

system lags, effects of wind shear and the pilot delays. A sharp

degradation in flying qualities takes place during this critical

phase of the landing task. Severe pilot-induced oscillations during

the flare have been reported. The advance digital control schemes add

much greater flexibilities and logic capabilities when compared to

analog systems. However, this increase in complexity of future air-

craft flight control systems also may add larger control systems lags.

It has been observed that large control system lags, high pilot gains,

pilot-lag due to neuromuscular dynamics and aerodynamic transport lag

are all possible causes of pilot-induced oscillation problems. These

phenomena all require careful theoretical analysis.

It should be stressed that the use of digital control system is

now a reality and its effects on flying qualities of these fighter

aircrafts need careful analysis. The variable stability NT-33 is

capable of producing a wide range of aircraft and control system

characteristics. This was the main reason to select the NT-33 aircraft

to test the flying qualities of simulated YF-12 and YF-17 aircraft. The

simulation of the YF-17 with the NT-33 aircraft has encountered serious

PIO difficulties in flare whereas no such problems have been reported for

YF-17 [1]. Some detailed studies of PIO during the NT-33 aircraft simu-

lation can be found inearlier works of USAF/Calspan [2]. Calspan diagnosed

the PIO-problem as excessive control lags. They modified the simulated
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control system dynamics to reduce the lag contribution to longitudinal

dynamics and found that it minimized or reduced the problem. The effects

of significant control dynamics on fighter approach and landing longitudinal

flying qualities were also investigated in f using the USAF/Calspan

NT-33 aircraft 13]. The pilot-induced oscillations occurred during the

landing task. The flight tests as reported in [3] provide a data base

for the development of suitable flying qualities requirements which are

applicable to aircraft with significant control system dynamics.

The properties of the solutions of the linear differential equations

of the retarded type with constant coefficients and constant time-delays

for the pilot model has been considered by several authors. However, the

formulation when the coefficients and the retardations in the closed-loop

pilot model are not constant, has not been considered. Such formulation

may now be justified when the effect of wind shear and the neuromuscular

system dynamics are included. This extension of the analysis is suggested

by the recent measurements that have been cited. A generalized closed-

loop nonlinear pilot nodel for NT-33 aircraft, when the retardations and

coefficients are not constant is considered herein. The theoretical

analysis is developed in the time domain to analyze the pilot-induced

oscillations problem in the most general format.

II OBJECTIVES

The structure of the summer research is as follows. First, a formu-

lation of the closed-loop NT-33 pilot model is introduced. The NT-33

air-frame dynamic equations, linearized about the trim conditions and

representing the manual flare and landing of the aircraft, have been

used. The pilot dynamics are assumed to have variable gain and variable

retardation, possibly due to wind shear and the neuromuscular effects.

It is assumed that the pilot forms the closed-loop, thus changing the overall

characteristics of the system.
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After having introduced the required formulation of the closed-

loop NT-33A pilot model, certain theorems dealing with the spectral

factorization of the entire functions of the exponential order were

used to generate Lyapunov functionals. The reference source for this

material is the English translation of the book by Levine [4], which

gives a comprehensive treatment of the properties of the zeros of the

entire functions and related aspects. The spectral factorization

theorems play a central role in constructing the Lyapunov functionals.

The emphasis of the spectral factorization will be on the role that

these equations play in connection with the generation of Lyapunov

functionals for a class of system that represents PIO-systems, rather

than on the mathematical proofs. The analysis of the P1O-systems is

accomplished by making use of a description of the dynamical systems

in terms of convolution equations involving distributions which satisfy

assumptions made by Hale and Meyer [5] for the functional equations of

the delay type.

III THE PILOT MODEL

Figure 1 represents a nonlinear pilot model. The NT-33 airframe

dynamic equations linearized about the trim condition representing the

manual flare and landing of the aircraft have been used. These equations

are the same as those given in USAF/CALSPAN [2] and Smith [3], except

that only the longitudinal transfer functions have been derived. The

longitudinal equations representing the open-loop aircraft dynamics about

the trim conditions during the flare and landing manuevers are represented as

72-6
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uX U X w -gcos e0  w u ES

Zu  Zw  -gsin o  uo  w Z ES

+Es (1)

q M WU0 q q N ES

o o o l _ a

where symbols represent as follows: u, w, q, e are perturbation velocity

from trim along x-body axis, perturbation velocity from trim along z-body

axis, body axis pitch rate and pitch attitude respectively. 6ES is pitch

stick deflection at grip. Also, notationally,
=-' i 1 x 1 xXu-.1 a 3 , Xw .1 a , X E . m 1

u au m aw ES ES
=1 z 1 az , Z 1 Dz
Z u f T 'u z w  "ff -ES B~6 ES

1 .M 1 aM, 1 5M

Mu a u MW 'y aw ES m ES

Xu, Xw, Zu , Zw are body axis dimensional x-force derivative and z-force

derivatives respectively. Mup Ixt I are aircraft mass, moment of inertia

about body x-axis and body y-axis respectively. uo, woo q., and 6 o are

trim valves.

These equations imply that the reference axes are body axes and the

wings are always level. For small angles, uO - VT, the trim true airspeed,

and ao = WO/VT
• The variables u, w (a), 6 and 6ES are all incremental

valves from the reference trim conditions.

U (t)

l t f(t,')

IFig. 1
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The transfer function for longitudinal stick input eES) and pitch

attitude control output (8) can be derived from the equations of motion

(1) as
1 1

MSE S ( + Tel)(S + T)

2 S + W 2  22 2 (s) (2)
ES (a + 2Csp Wsp sp) (s + 2 Wph Wph s + wph)

where T01 ,2 represents airframe lead time constants p W5psp, and ?ph.,Wph

are short period damping ratio , short period undamped natural frequency

and phugoid damping ratio phugoid undamped natural frequency respectively.

p(s) and C(s) are polynomials in s. The polynomials p(s) and a(s) are

such that the degree of a(s) is assumed to exceed to that of p(s). An

inspection of the data base of ref. [3, 10-12] suggests that a reasonable

model for pilot dynamics in pitch tracking would be of the form
m -ST( t) + b(s i ;n > 3

L(s) = E ai (t) s + E

iro i=o

where ai (t), and bi(t) are bounded coefficients and T(t) is a bounded

time-delay, the time-delay T(t) is unknown and can be assumed due to

neuromuscular effect of the pilot. A small transmission lag may also be

present. The pilot dynamics is assumed to have variable gains ai(t), bi(t)

possibly due to wind shear and the neuromuscular effects. It is assumed

that the pilot forms the closed-loop, thus changing the overall characteristics

of the system.

A closed-loop analysis can be performed by considering the pilot to be

controlling to some desired attitude which minimizes the pitch attitude error e.

The non-linearities of the artificial feel system are included in the model,

as well as the nonlinearities in the stability augmentation systems. Further

the nonlinear function f(t,8) is such that df/d8 exists for all 8 and

Of(t,e) < 0 for e 0, or ef(t,O) > K e2.

72-8



This completes our formulation of closed-loop nonlinear model with

the pilot in the loop. The dynamics of NT-33 airframe, the pilot and the

nonlinearities of the artificial feel system as well as the nonlinearities

of the stability augumentation system have all been defined. In the next

section, we give some notations, theoretical backgrounds and our method

of analysis.

IV APPLICATION OF INVARIANCE PRINCIPLE

The 'invariance principle' of J. P. LaSalle played an important role

in the theory of abstract dynamical systems. But it is also particularly

useful in solving practical problems. Very few practical applications

[7,13] of 'invariance principle' have been attempted because of its com-

plexity. By applying the invariance principle, we are able to derive

stability criteria for the dynamical systems which are optimal in a certain

sense. Thus the stability results can be improved considerably when the

study of the system is based om LaSalle's invariance principle [6].

In this section, we first introduce our notations. This is followed

by some lemmas on spectral factorization and its application to the invariance

princple. Levin [4] has already given comprehensive treatment of the proper-

ties of zeros of the entire functions. The spectral factorization of the

entire function plays an important role in studying the properties of solutions

as we shall see in our analysis of the pilot-induced oscillation problem.

The following notation from Hale [8] will be used in this paper: En is

complex Euclidean n-space, and for x E En, 1Ix denotes any vector norm. For

a given T(t) > T > 0, denotes the linear space of continuous functions map-

ping tne interval [ - 0 , ] into En and for E E, l - sup <

-f < e < 0.
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Of course with this norm is a Banach space. For H > 0,C denotes

the set of 4 in e for which ) < H, for any continuous function

x(s) whose domain is - 7 < s <ca a > 0, and whose range is in E and

for any t, 0 < t < a the symbol xt will denote xt (a) = x (t + 8),

- 7 <-< <0; that is xt is in CH, and is that segment of the function

x(s) defined by letting s range in the interval t - T < s < t.

Let G(t,o) be a function defined on (0,-) XeH into En and let

x (t) denote the right hand derivative of x(s) at s = t. The system

;(t) = G(t, xt), t > 0

is called functional - differential equation (FDE).

Definition - Let t > 0, and let 4 be any given function ine. A

function x(to , ) Ct) is said to be solution of FDE with initial

function 4 at t = t if there exists a number A > 0 such that

Ca) for each t, to< t < to + A, xt (to , 4) is defined

in 1

(b)Xt to, ) = 

(c) X(to, 0)(t) satisfies functional differential equation

(FDE) for to < t < to + A.

To analyze PI0-problem the original model in fig. 1 is redrawn

as

ee=2Ct) 0- -F
Fig. 2

Note that in the block diagram

* e l t)
m i ( 4)

(i=Co ai(t) +T~t) iZ ° bi(t) e) * e4t))
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I. INTRODUCTION

Recent developments in microprocessor technology have renewed

interest in the analysis and design of sampled-data or digital control

systems. For the past few years, digital devices have been incorporated

into control systems because they are more compact, reliable and economi-

cal in comparison to their analog counterparts. Consequently, new control

systems are being designed using digital controllers instead of analog

controllers. There is also a need for converting existing continuous-

data control systems into digital control systems with similar performances.

Tobak1 presented a method for converting existing continuous control

systems into digital control systems by means of digital controllers.

This method converts continuous controllers into digital controllers

using bilinear transformation which is also known as the Tustin transform.

This method only takes into consideration the frequency responses of the

digital controllers, not the overall system. Although the method is

straightforward and easy to use, the digital control system obtained by

this method approximates the continuous system only if the sampling

frequency is sufficiently high compared with the highest frequency of the

continuous system. Thus the capabilities of the digital controllers are

not fully utilized.

In recent papers, Kuo et al,
2 Yackel et a13 and Singh et a1

4

proposed methods for converting a continuous control system into a

sampled-data control system by matching the time response of the systems

at all sampling instants or at multiples of sampling instants. The

matching requirements are satisfied by changing the input and feedback

gains of the system instead of using a digital controller. However, such

matching holds only for unit step inputs. Thus the performance of the

sampled-data system obtained by their method approximates that of the

continuous model only when the input frequency is sufficiently low in

comparison with the sampling frequency. For higher input frequencies, the

approximation is poor.

Hence there is a need for developing a method which does not require

an excessively high sampling frequency and which utilizes the digital

controllers to their full capabilities. In this report a computer-aided

65-4



method for synthesizing digital controllers is developed by matching the

frequency responses of the digital control system with that of the

continuous system with maximum weighted mean-square error. The method

uses the complex-curve fitting technique of Levy. 5 The design algorithms

developed here are based on the parameters of pulse-transfer function

of the plant and the closed-loop transfer function of different loops

of the continuous system. As a particular application, the digitalization

of a flight control system is discussed. The system under consideration

is the flight controller for the longitudinal YF-16 aircraft. The

results obtained by this method are compared with those obtained by the

Tustin transform method.

II. STATENET OF THE PROBLEM

The block diagram of a general multiloop continuous-data control

system may be drawn as shown in Figure 1.

PLANT
CONTINUOUS
CONTROLLER

CONTINUOUS
CONTROLLER

CONTINUOUS
CONTROLLER

Figure 1. Multiloop contnuous-data control system
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The continuous model shown in Figure 1 can be digitalized by

Inserting a sampler at the error input e(t) and replacing the continuous

compensators Gci(s) by digital controllers Di (z) as shown in Figure 2.

PLANT
DIGITAL

CONTROLLER

R(S) T - TS- C(S)
DDIGITA 

[I S 2 S

T TT

DIGITAL
CONTROLLER

Figure 2. Multiloop digital control system

The general pulse-transfer function of a digital controller may

be written as

ao+a1 z'+a 2z-2+ ' . . +azm ,mD (z) = ZIzm ,m<n (1)

1 +bIz
1 +b2z 2+ . +b z-n

where a's and b's are constants. It is required to design digital con-

trollers, i.e., to find a's and b's so that the steady state output of

the digital control system at the sampling instants follows the

desired output of the continuous model for all sinusoidal inputs within

the frequency range. This is done by matching the frequency responses

of different loops of the digital control system to the corresponding

ideal frequency responses starting from the innermost loop.
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Let Gd*(Jw) be the frequency characteristic function of a single-

loop digital control system with a digital controller either in the

feedforward or feedback loop. The error between Gd*(jw) and the transfer

function F(jw) of the corresponding continuous control system is defined

as

e(w) - F(jw) - Gd*(jW) (2)

An optimal set of a's and b's can therefore be obtained by minimizing the

mean square of the magnitude of c(w). Let the error function to be

minimized be defined as

-= /2

E = Jws  JF(jw) - Gd*(jw)12dw (3)

where the limit of integration is taken from 0 to 1/2 w rather than

0 to - because of the frequency folding effect of the sampled-data control

system. This error function is to be minimized by adjusting the a and b

coefficients. This is done by differentiating E with respect to a's and

b's and equating the resulting equations to zero. However, due to the

presence of unknown constants in the denominator of Gd *(jw), the resulting

equations are nonlinear. This nonlinearity may be removed by modifying the

error function (3) so that

E-m = 1 JF(jw)M(w) - N(w) 2dw (4)= -0

where N(w) and M() are the numerator and denominator of Gd*(jW) respectively.

This integral differs from that in equation (3) by including IM(w)1
2

in the integrand as a weighing factor. This modification is not new.

It was suggested by Kalman6 as an identification technique, was used by

Levys in complex curve fitting, and by Rao and Lamba7 for simplifying

linear dynamic systems. Mullis and Roberts 8 also discussed the use of this

error criterion in the approximation of discrete linear systems.

The weight M(w) is zero for Aome real w only if M(z), the characteristic

polynomial of the digital control system, has roots on the unit circle in

the z-plane. For the stable system, however, all the roots of the

65-7
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characteristic equation lie inside the unit circle and therefore

M(w) is nonzero. For a well defined system, the error given by

equation (4) is small or nearly zero. Therefore the weighing

factor IM(w)12 Is approximately equal to a constant times the
absolute value of the denominator of F(jw). If it is desired to

eliminate the effect of the weighing factor, one can further modify

equation (4) by dividing the integrand by the square of the magnitude

of the denominator of F(jw). However the numerical examples

considered have shown that this is not necessary.

The transfer function F(jw) of the continuous model, and the

numerator and denominator of Gd*(Jw) can be written in terms of

real and imaginary part as

F(jw) - R(w) +- JS(w) (5)

N(W) - $+ je (6)

M(W) o+ JT (7)

Substituting equation (5), (6) and (7) into the integrand of the

error function E given in equation (4), we get

PCJw)M(w) - NCw) 1 (w) + jm(w) (8)

where

1(w) - R(w)o - s(w)T - (9)

m(w) - R(w)T + s(w)a - 6 (10)

By substituting (8), (9) and (10) in (4)

Em J's[(R(W) a-S (W)T ) 2(R(w)'r-9S C) 0-e) 21dw (11)

Differentiating E with respect to a's and b's and equating them

resulting equations equal to zero represent (m+n+l) linear equations in

(m+n+l) unknowns a0 to am and b0 to b n  These equations can be written

in the matrix form as

[ia CT ~IL] (12)-
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where A in an (m4l) x (u+1), B an n x n, C an (u+l) x n, I an (Uml)

x 1 and J an n x I matrix. It Is required to find the elements of

these matrices for all the digital controllers shown in Figure 1.

III. DIGITAL CONTROLLERS DESIGN VIA FREQUENCY MATCHING

(A) Inner Loop. The block diagram of the inner loop of the

digital control system shown in Figure 2 is redrawn as shown in

Figure 3

PLANT
INPU + ZO.H.OUTPUT

TT

DIGITAL
CONTROLLER "

T T

Figure 3. Inner loop of digital control system shown in Figure 2

The frequency characteristic function of the digital control

system shown in Figure 3 can be written as

Gd*(JW) = hOG1 (13)
1 + D1(z) Gh0Gl(z) z = eJWT

where

GhOGl(z) - Z [G hOGI(s] (14)

Gho(s) and G,(s) are the transfer function of the zero-order hold and the

plant respectively.

Let the pulse transfer function in equation (14) be written in terms

of real and imaginary part as

hO (e T ) x(w) + j y(w) (15)
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It can be shown that9 if

-iO

i ,1o () - di (16)

then

n n n

Miei+ I. I (ai-kai+aisi-k )siLn k, T
t,= 10 1: 1 i=k

Re ChOGl(ewT = x(W) = n ( (17)

) i-k

U~ . fi f!1~ coskT
1=0 k-l i-k

n n
.~ ~ ~ C a ~~-iik sin kwT

Im hOl~JwT)=y)= k=l i=k (8
IM h G (C YM n n n (18)~

11 -102 +21 18 cos kwT

i lz=l ik -

These formulas are very useful when the design method is programmed on

a digital computer.

Substituting equations (1) and (13) into (11), and after some

algebraic manipulation, gives the real and imaginary part of the numerator

and denominator of the frequency characteristic function Gd*(Jw) as

follows

n ,

* x(w) + bb i x(W) cos iwT + y(w) sin iw (19)

0 - y(w) + bik x(w) sin iwT + y(w) cos; iT (20)

11 m ( ai TT

- 1 + cos iwT + I ai (w) cos iwjT + y(w) sin iwT) (21)

n t
T b1 sin iwT + a -x(w) sin iwT + y(W) cos it (22)

t=1 1t0

65-10
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After substituting equations (19) - (22) into equation (11), if

the first derivatives of I with respect to a's and bs are equated3

to zero, a set of linear algebraic equations for optimal digital controller

parameters are obtained. The .elements of the matrices given in equation

(12) are thus given by

A - r /2(R2W)+S2S 2 ) (x ()+y ( ) cos(i-j)T dw (23)

B . w0a1 2 [R2tw+S2 (w)+x 2 (w)+Y 2 ()-2R(ca)x()-2S(w)y(w) cos(i-j)T dw (24)

c ij f ' a / R2[( +S2 () x)- (X2(w)+y2(w)) R(w] cos(i-j)wT dw

C 0
" p/ 2  2 2 )y 2 ) )] sn(-)w w (5

-I = -Cio (26)

M -Bio (27)

Equations (11) and (23-27) provide a design algorithm for the

digital controller shown in Figure 3 which has been programmed on a digital

computer and is available in the form of a subroutine. Note that the

order of the digital controller is arbitrary. Therefore using this method,

one may try out several digital controllers and select the best design

by considering the tradeoff between cost (complexity) and performance.

Pulse-transfer function DI(z) of this controller is then utilized for the

synthesis of the digital controllers in the outer loop.

(B) Outer Loop.

(1) Feedforward digital controller. The block diagram (Figure

4) of the digital control system is obtained from Figure 1 after inserting

a sampler at the error input e(t), replacing of the continuous compensator

Gcl(s) by the already designed digital controller D1 (z) and replacing the
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continuous controller G 2 (s) by the yet to be designed digital controller

D2 (Z).PAN

DIGITAL
CONTROLLER

T T T

CDNINUOUS
CONTROLLER

Figure 4. Digital control system with unknown digital controller in the
feedforward outer loop.

Let the pulse-transfer function of the digital controller D 2(z) be

written as

a'+a z-1 + alz-2 + * + a z

D2( 1 a + a'z1 + a ' 2 + * -* + b'Z (28)

where al's and b''s are the constants to be determined. The frequency-

characteristic function of the digital control system as shown in Figure

4 can be written as

G *(JW) D D2(z) G hO G IG2C(Z) (29)
Il + D (z) j.-CG1(Z) + 1) (z) GhOG G G (Z)

where

G hO G IC2 (z) - Z[GhOC,1lG 2( sI (30)

G hOG 1G 2 G 0(Z) - Z [cho GGc2Gc3 e (31)
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Let the pulse-transfer function in equations (30) and (31) be

written in terms of real and imaginary parts as

GhOGG 2(eJwT) -xl(w) + Jyl(W) (32)

GhOG12 c3(e JWT ) -x 2(w) + Jy2(w) (33)

and let

D1 (eJWT) GNOGI(eiT) f x3(w) + jy 3 (w) (34)

The transfer function F0 (jw) of the continuous model relating

C(s) and R(s) can also be written in terms of real and imaginary part as

F0(jw) - R0(W) + j S0(W) (35)

Substituting equations (28), (32), (33) and (34) into (29) and after

some algebraic manipulation, the real and imaginary part of the numerator

and denominator of Gdl(Jw) are given by

a,[xpW cos iwT + yl(w) sin iwT] (36)i= ai 1 Y ( I

8 - I a xl(w) sin iwT + y1 (W) cos iW] (37)

a - 1 + x3( ) + I0 a 2(w) cos iwT + y2(w) sin iwl

+ b' [(+x 3C(W cos iT + y3() sin iwT (38)
inl

' = y3() + I0a! x2( w) sin iwT + y2(w) cos iwT
iW F

+ I b i (l+x 3 (w) sin iwT + Y3 cos i] (39)
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After substituting equations (34) - (39), if the first derivatives

of Em with respect to at's and b'6 are equated to zero, a set of linear

algebraic equations for optimal digital controller parameters of D2 (z)

are obtained. These equations are written in the matrix form as

at At C1J

(40)
bt cIT B' -Pi

where

A' f"[,(w_,) (2+S,(w)] 2(x,+w,)c ( (41)Ai 0 0 1

B' -Jso s (R2(w)+S2(w)) [(w+x3(CL)) 2+Y2(w)] (w)d (42)BI'j = a 0 03 Cdw(2

, fJ s (R,.,,+So,:) 2 (,+X,(W (xW)(CS)+y, (SN))] dw

+f (0u+s0~ [Y3( " (Y2 ((") (CS) -x 2 (w)(S)]d

+ I (,+x 3 3,) +Y3 , [(R0(W)y o)-S0(W)X.()) (SN)] dw (43)

i C io (44)

=-Bio (45)

CS - cos(i-j)wT

SN - sin(i-j)wT

Equations (40) - (45) provide a design algorithm for the digital

controller D2 (z) which has been programmed on a digital computer and is

available in the form of a subroutine. Once the digital controller D2 (z)

is designed, it (along with the digital controller D1 (z) ) is then utilized

for the design of digital controller D3 (z).
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(2) Digital controller in the feedback loop. The block

diagram of the digital control system after replacing the continuous

compensators Gel(s) and Gc2 (s) with already designed digital controllers

and after replacing Gc3 (s) with yet to be designed digital controller D3 (z)

is shown in Figure 5. PLANT

DIGITAL
CONTROLLER

R(t) + D2 (Z) + G.OH.1G(s)S)S CMt

R(s) G1() S)(sH C(S)
T -T-

DIGITAL

CONTROLLER

feedbakllo-p

T T

UNKNOWN DIGITAL
CONTROLLER,D3(Z)

T T

Figure 5. Digital Control system with unknown digital controller in the
feedback loop.

The pulse transfer function of the digital controller D 3(z) may be

written as

al + az -l + 7-2 +. + az-m

D3 (z) =.0 1 -1 2  
+ m -n (46)

1 b+.'z- + b'fz + "••+ b"z -

1 2 n

where a"'s and b"'s are constants which are to be determined. The frequency-

characteristic function of the digital control system shown in Figure 5

can be written as

Gd*(jW) D2 (z) G10 GC 2 (z) (
1 + D1 (Z) Gh0G(Z) + D3 (z) D2(z) G2 (z) (z eJwT

z1
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Let

D2 (eWT) GhoGlG2 (eJWT) = x4 (W) + j y4 (w) (48)

Substituting equations (34), (46) and (48) into (47), and after some

algebraic manipulation, the real and imaginary parts of the numerator

and denominator of Gd (jw) are given by

* x4 (W) + bi[x4 (w) cos iwT + y4 ( ) sin iwT] (49)

8 4 (W4G) + YbiEx4 (w) sin iwT + Y4(w) Cos iWT] (50)

n

i=o

after + x3( ) + b i qa n 35) cos iT + (5sin i ( , t

m

+ otaid t oi cos iT + Y4( ) sin ich (51)

T 
= y3 (W) + ib il + 3M sin iwT + Y3 cos iwT

+ a. ix, () sin iT + y4() cos wi (52)

i=0 O

After substituting equations (35) and (49) - (52) into (11), if the

derivatives of E mwith respect to slts and bit's are equated to zero, we

obtained the optimal parameters of digital controllers D 3(z) which can be

written in the matrix form as
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where

A'j . J 0 (RW)+S ()) (X4)+Y () cos(i-j)wT dw (54)

B"W s (R (W)+S 2w) ((l+X (W)2 +Y 2(W) cos(i-j)wT dw

+ 2  (Wc)+Y 2 M-2 (+x (W) (R (W x 4 (W)+S(i 4 w) cos(i-j)wT dw

S/2
-12((+x(WR 2(x 4 )) cos(i-j)uT dw (55)

c'j fos/(1+x3()) (R0W+0 ()) (X4(w) cos(i-j)wT+y4Cw) si~-~T)d

/2 (~w+~w)-d

(js 23 ( ) S (W) ()cos(i-j)wT -x (w)sin(i-j)wT) w

2fJO y 3 (c) \0 ( 0o ) Y4 4 (4 -S

.fs"2 X x(W) + Y4M)~ (R 0 (w) cos(i-j)wT+S0 (w) sin(i-j)wT) dw (56)

I . -Ci (57)
I jo

J, = -B 0  (58)

Equations (53)-(58) provide a design algorithm for the digital

controller D3 (z) which has been programmed on a digital computer and is

available in the form of a subroutine. It is to be pointed out here that

alongwith providing the optimal parameters of the digital controllers Dl(Z),

D2(z) and D3 (z); the algorithms also computes the frequency responses of

the digital and continuous control systems of different loops. The stability

of the digital control systems is also determined.
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If the designer is not satisfied with the results and wants to

improve the performance, the only change he needs to make is to increase

the order of the controller. The algorithms go through the standard

steps and find the optimal parameters of the new digital controllers.

Thus the performance may be improved at the expense of increasing

complexity.

If the designer wants to design a digital controller for a different

frequency response, the only modification he has to make is to change

the transfer function of the continuous model. Again, interacting with

the computer, optimal digital controllers may be obtained. Thus the

designer can obtain the desired solution by manipulating few parameters;

the rest of the work is performed by the computer.

IV. NUMERICAL EXAMPLE

The digitalization techniques, described in the previous section was

applied to an analog flight controller 1 2 for the longitudinal YF-16 as

shown in Figure 6. A listing of transfer functions of the aircraft

flight at 30,000 ft at M = 0.6 can be found in Appendix A.

GI(s)

CONTINUOUS MODEL OF A/C. -CONTROLLER ACTUAT"OR 7 =s 3sI - -G(S 3sR + R, + YiAS2CUT R+ I. I0 bi ~ a

CONTINUOUS
CONTROLLER

CONTINUOUS CONTROLLER
Gc3( r)

CONTINUOUS CONTROLLER
Gc4( S )

Figure 6. Analog YF-16 controller (M=0.6, h=30,000 ft)
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The problem is to digitalize, i.e., to replace the continuous-time

controllers by digital controllers while preserving the dynamic properties

of the whole system. The block diagram of the digitally controlled YF-16

obtained by inserting a sampler at the input of the actuator and

replacing continuous controllers by digital controllers is shown in

Figure 7.

DIGITAL Gi(s) A/C
CONTROLLER - - ------ 1

a TI D IGI
CONTROLLER

T TJ
Figur 7. Dgita YF-1 contolle

D1(z) ~~~~CONTROLLER: rmFgr ,tetase ucino h

coniuo mDgtl (inrosFop)frth eig fdiia controller

D 1 Wz can be written as

F (S) = R(s) =l+ 1 ) ()

6.5 121 5 147S 222.3+. (59)
S 6+30.95S 5+226.2S 4+127.7S 3 +270.5S 2+3.75S+1.31
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In view of the innermost loop of Figure 7, it is seen that

l-e - ST 20 a (60)
choG 1s, S S+20 6e

Loading the z-transform of equation (60) alongwith equation (59)

into the computer program for the algorithm implementing equations (23)-(27),

the pulse-transfer functions of the first order digital controller Dl(z)

are given by

T - 0.04

D (z) = "3659(z - .7974) (61)

D1(z )  z .8553 (61)

T = 0.1

D (Z) = .4557(z - .7419) (62)
1 z -. 7696

T = 0.15

D1 (z) "5113(z - .6151) (63)
1 z - .6065 (3

The frequency responses of the innermost loop of the digital control

system shown in Figure 7 with the digital controller D1 (z) given by

equations (61)-(63) are shown in Figures 8, 9 and 10 respectively. It can

be seen that both the magnitude and phase angle of a of the digital control

system match those of the continuous model closely at low frequencies;

whereas at high frequencies even though the magnitude matches closely, the

phase angle does not. To improve this performance, a second-order controller

can be designed using the same algorithm.

To compare these results with the method presented by Tabakl, the

continuous compensator Gcl (s) was also digitalized using the Tustin transform

S a 2 z - 1 (64)cl~

The pulse-transfer functions of the digital controller D1 (z) using this

transformation are given by
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T = 0.04

Iol

lal
dB CONTINUOUS SYSTEM

DISCRETELY CONTROLLED SYSTEM
(FREQUENCY MATCHING)
(TUSTIN)-----

"  
1 0 i i i i " , . , t o 10'

FREQUENCY (RAD/SEC)

zLa
(deg) CONTINUOUS SYSTEM

DISCRETELY CONTROLLED SYSTEM
(FREQUENCY MATCHING)
(TUSTIN)

FREQUENCY (RAD/SEC)

Figure 8. Frequency response of the innermost loop for a sampling
frequency of 25 c/s
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dB CONTINUOUS SYSTEM -

DISCRETELY CONTROLLED SYSTEM
(FREQUENCY MATCHING)
(TUSTIN)---

FREQUENCY (RAD/SEC)

(deg) CONTINUOUS SYSTEM -

DISCRETELY CONTROLLED SYSTEM
(FREQUENCY MATCHING)
(TUSTIN)

-s~~~~~~~~~~~t~-' 0__ _ _ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _ _ _

FREQUENCY (RAD/SEC)

Figure 9. Frequency response of the innermost loop for a sampling

frequency of 10 c/s
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Tv0.15

CONTINUOUS SYSTEM-
DISCRETELY CONTROLLED SYSTEM
(FREQUENCY MATCHING)
(TUSTIN)

dB

FREQUENCY (RAD/SEC)

La

(deg)
~.CONTINUOUS SYSTEM -

DISCRETELY CONTROLLED SYSTEM
.Ito (FREQUENCY MATCHING)

(TUSTIN)---

FREQUENCY (RAD/SEC)

Figure 10. Frequency respon~se Of L110 innermost loop for a sampling
frequency of 6.7 c/s
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T - 0.04

.083(Z+l)
D1 (Z) Z - .667 (65)

T - 0.1

D W .1667(Z+1) (66)
1( Z - .333

T = 0.15

D .2143(Z+l) (67)
D1 (z) Z - .1428

The frequency responses of the innermost loop of the digital control

system shown in Figure 7 with the digital controller D1 (z) given by

equations (65)-(67) are shown in Figures 8, 9 and 10 respectively. It can

be seen from these figures that at high sampling frequency (T=O.04), both

the magnitude and phase angle of a match those of the continuous model

closely but at low sampling frequencies (T=0.l and 0.15), both the

magnitude and phase angle of the frequency responses do not match well

with that of the continuous model. Comparing these results with the

frequency-matching method developed in this report reveals that the latter

gives better results.

The pulse (width = 1 sec, strength = -1) responses of the continuous

model and digital control systems obtained by replacing the continuous

controller by the digital controller using both methods are shown in

Figures 11, 12, and 13. It can be seen from these figures that the

time responses of the digital control systems obtained by the frequency-

matching method match those of the continuous model closely for all

three sampling frequencies whereas the responses of the systems obtained

using Tustin transform match well only at high sampling frequency (T=0.04)

D 2(z) Coutroller: From Figure 6, the transfer function of the continuous

model for the design of digital controller D2 (z) can be written as

q(s) Gc2 (s) 1(s)G2 (s)
F2(s) Rl(S) +Gc3 (S)Gc2 (s)F (s)C2 (s)

180S 6+.568x10 4 S5 .579xlO 5 4 +.214xIO 6 S3+.234x].O 6 S2+.73xlO 5 1+629.9
+ 7 6 4 634 62 2

S 8 +47S +925S6 +.86xi0 S +.35xi0 S +.75xi0 S +.33xi0 S +32 9 IS+19.6

(68)
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In view of Figure 4, it is seen that

SG (s) -eST 20O. (69).ho1s2 S S+20 6e

GhOG GG(S) 1-e -ST 24S(S+5) (70)
i2Gc3( S (S+l)(S+15)(S+20) 6e

Loading the z-transform of equations (60), (69) and (70), the pulse-

transfer function of DI(z) (equations (61)-(63)) and equation (68) into

the computer program for the algorithm implementing equations (40)-(45), the

pulse-transfer functions of the first-order digital controller D2 (z) are

given by

T = 0.04

D .38735(z-.80235) (71)
D2(z) z-.9985

T = 0.1

D 1.699(z-.7086) (72)D2(z) z-.9995

The pulse-transfer functions of D2 (z) obtained by the Tustin transform

are given by

T = 0.04

D i(Z) = 1.342(z-.8182) (73)z-i

T 0.1

1,525(z-0.6) (74)D2(z) -- z-i

The frequency responses of the middle loop of the continuous system

shown in Figure 6 and the digital control system shown in Figure 4 with

digital controllers D2(z) given by equations (71)-(72) and (73)-(74) are

shown in Figures 14 and 15. Comparing these results reveals that the

digital controllers obtained by the frequency-matching method gives better

results.
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40- T0.04

30-

20-

dB 0 CONTINUOUS SYSTEM -

DISCRETELY CONTROLLED SYSTEM
(FREQUENCY MATCHING)

-10- (TUSTIN)---

-20-
30- 4 5 6 78 9100 2 3 4 5 6 789101

FREQUENCY (RAD/SEC)

120-

60-

Zq 0.CONTINUOUS SYSTEM -(deg)
DISCRETELY CONTROLLED SYSTEM

-60- (FREQUENCY MATCHING)
(TUSTIN)---

-120-

-180L
2 - 3 4 5 6 789100 2 3 4 567910,

FREQUENCY (RAD/SEC)

Figure 14. Frequency response of the contintiomw mod(ul (mIddle loop) and

the digital control SYSLeM shown in Figure 4.
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40- T--0. 1

20

10 CONTINUOUS SYSTEM -

0 DISCRETELY CONTROLLED SYSTEM
(FREQUENCY MATCHING)

-10. (TUSTIN)---

-20
10-1 2 3468100 2' 3 5 89 101

FREQUENCY (RAD/SEC)

180-

120-

60.

0- CONTINUOUS SYSTEM -(deg)
DISCRETELY CONTROLLED SYSTEM

-60- (FREQUENCY MATCHING)
(TUSTIN)---

-120-

-1801
10", 2 3 969100 2' 4 0?9101

FREQUENCY (RAD/SEC)

Figure 15. Frequency responses of the contiuus model (middle loop)

and the dijgitil control *.ystem uhown in Figuire 4.
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D3 (z) Controller: (Refer to Figure 5) Loading the z-transform of

equations (60) and (69), the pulse-transfer functions of DW(z) and D2 (z)

(equations (61)-(63) and equations (71)-(72)) and equation (68) into the

computer program for the algorithm implementing equations (53)-(58), the

pulse-transfer functions of the second-order digital controller D3(z) are

given by

T =0.04

S1.5433(z-.8512)(z-1) (75)
D3 (z) (z+.3876)(z+.9652)

T = 0.1

.9485z 2-1.625z+.677 (76)
D3() = z 2_l.161z+.226

The pulse-transfer functions of D3 (z) obtained by the Tustin transform

are given by

T 0.04

D 3 (z T995z -1.81z+.814 (77)D3(Z) = 2
z -1.5z+.517

T =0.1

.816z 2-1.31z+.49 (78)D3 (z) = 2 (8
z -1.05z+.13

The frequency responses of the middle loop of the continuous system

shown in Figure 6 and the digital control system shown in Figure 5 with

digital controllers D3 (z) given by equations (75)-(76) and (77)-(78) are

shown in Figures 16 and 17. Comparison of the results in these figures

demonstrates that the digital controllers obtained by the frequency-matching

method give better results.

D4 (z) Controller: From Figure 6, the transfer function of the

continuous model for the design of digital controller D4 (z) can be written as
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40 T =0.04

301

jj20

dB CONTINUOUS SYSTEM -

0 DISCRETELY CONTROLLED SYSTEM

(FREQUENCY MATCHING)
-10. (TUSTIN)---

-20 1 I I I, .

10I 2 3 4 5 67809100 2 3 689 101

FREQUENCY (RAD/SEC)

180-

120-

60-

Lq 0' CONTINUOUS SYSTEM -

(deg)
DISCRETELY CONTROLLED SYSTEM

-60- (FREQUENCY MATCHING)
(TUSTIN)

-120

-I80
10-1 2 ;'4 0 67gO 2 6S9 101

FREQUENCY (RAD/SEC)

Figure 16. Frequency rc,;ponqcs of tiue cotitinuous mmxh'1 (middle loop) .nl!
the digiial control system~ showwn In FEl gure 5.
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40-T .I

30-

20-

qI 10
dB

CONTINUOUS SYSTEM-
0- DISCRETELY CONTROLLED SYSTEM

(FREQUENCY MATCHING)-
-10 (TUSTIN ----

10-1 ;; 5$8100 5 3 4 5 $79 101

FREQUENCY (RAD/SEC)

120-

60-

(deg) CONTINUOUS SYSTEM
DISCRETELY CONTROLLED SYSTEM

-60- (FREQUENCY MATCHING)
(TUSI IN)

-120-

-1801
101FRQUNC (RAD/SEC4) 6'r6910
10*' 2 3 4 2 3 4 5 *789C)

Figure 17. Frequency responses of the continuous model (middle loop) and
the digital control system sihown in Figure 5.
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5(a a n(s) F F2(s) G3 (s)
3 (s) (. 1+Gc4 (s)F 2 (s)G 3(S)

.649S8+30.5S 7+5 .96+ 55341,04S5+ . 545S+ 1 ,6S3

S9+62S8+187.25 + .2359x105S +. 1711x106S5 +.6447 x106S4+. 1373xlO
7S3

+.4981x10 S 2+.3417x10 65-627. 1 79
+.1021x10 S 2+.3466xl0 S-332.3

The frequency-characteristic function of the digital control system shown

in Figure 7 can be written as

G d*Jw) D 2 (z)G hO GlG 2G 3 (z)

Gd*jw 1 l+lz)Ghocl(z)+D 3(z)D 2 z)GhOclG 2(z)+D 4 Cz)D 2 (z)G hOl 2 G3 (z) IzeJwT

(80)

= +G N2 (z)+D 4 (z)G N2(z) z~e JwT (1

where G Nl (z) = D 2(z)GhOGlG 2G3 (Z) (82)

GN2 (z) = D I z)Gh?l~z)+D 3Cz)D 2()G hOGlG 2 (z) (83)

Let the pulse-transfer function in equations (82) and (83) be written

in terms of real and imaginary part as

G N2 (eiJwT ) x3 "w + jy3(w) (84)

and

G NI (e JwT) = x4(w) + jy4(w) (85)

Loading equations (84) and (85) alongwith equation (79) into the

computer program for the algorithm implementing equations (53)-(58), the

pulse-transfer functions of the second-order controller D4 (z) are given by
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T - 0.04

1.9939z2 - 3.7164z + 1.803
D4 (z) =. 29 (86)

z - 1.8812z + .9577

T = 0.1

1.0356z2 - 1.971z + .964 (87)
D4  z - 1.919z + .947

The pulse-transfer functions of D4 (z) obtained by the Tustin transform

are given by

T = 0.04

2.5858z + .1065z - .479
D4 (z) = 2 (88)

z - 1.08z + .29

T = 0.1

D (Z) = .9184z2 + .3606Z - .54 (89)
4) 2

z - .28z + .02

The frequency responses of the continuous system shown in Figure

6 and the digital control system shown in Figure 7 with digital controller

D4 (z) given by equations (86)-(87) and (88)-(89) are shown in Figures

18 and 19. Comparison of these results demonstrates the superiority of the

frequency-mitching method over the Tustin transform method.

V. RECOMENDATIONS

In this project, an attempt has been made to develop a computer-

aided method for digitalizing existing multi-loop continuous-data control

systems. The numerical example considered shows that the performance of

the digital control system obtained by this method is superior to the one

obtained by Tustin transform.

The optimal parameters of the digital controllers are obtained by

matching the frequency responses of the digital control system as closely

as possible with that of the continuous models. So it is important that

the frequency responses be calculated accurately. In this study, the

frequency response of a digital control system Is calculated by substituting

zme JwT in the overall pulse-transfer function.
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10. T = 0.04
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-10-

Io, t -20
dB CONTINUOUS SYSTEM -

-30 DISCRETELY CONTROLLED SYSTEM
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-40 (TUSTIN)-----

-50 - I .I I . , .
10-1 2 3 4 5 6$789100 2 3 4 5 6789101
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180

120

60

(de0g CONTINUOUS SYSTEM -

DISCRETELY CONTROLLED SYSTEM
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(TUSTIN)

-120

10" 3 4 6;101 s

FREQUENCY (RAD/SEC)

Figure 18. Frequency responses of the cntinuous model and the digital
control system shown in Figures 6 and 7.
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10. T=0. I

0-

-10-

Ia.! -20-
dB CONTINUOUS SYSTEM -
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(FREQUENCY MATCHING)

-40 (TUSTIN)- -
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120-
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Figure 19. Frequency responses of the continuous model and the digital
control system sh1own in Figures 6 and 7.
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The multi-loop (high order) system employed as an example highlights

the next problem that should be treated in this research area, that of

accuracy. If the poles and zeros of a pulse-transfer function (which lie

inside the unit circle for a stable system) are very close together, the

frequency response obtained numerically by the above substitution is not

accurate due to numerical inaccuracy in the z domain analysis. Because of

this an incorrect set of digital controller coefficients are obtained.

This problem was solved here by cancelling all the poles and zeros

which were close together. This complicated the design process. Also

by cancelling the poles and zeros, the accuracy problem still remains.

Therefore, we need to use a different method other than cancelling the

poles and zeros and one which can numerically determine the frequency

response accurately.

I propose to do this by transforming the pulse-transfer function

G(z) in the z-plane to C011) in the Wl-plane by making the substitution
I0 '1

I + W'T/2

1 - W'T/2

The frequency response will then be determined by substituting

W1 Aa TJy A j tan -- in G(W'). By making this substitution, the unit

T 2
circle is transformed into the infinite left half of the W -plane and this

should help avoid the kinds of problems experienced during this project.

The results in this report show that even though the magnitude of

the frequency response of the digital control system matched closely

to that of the continuous model within the frequency range of interest,

the phase angle begins to deviate at about 5 rad/sec. This problem

results in a second recommendation for follow-on research. In order

to match the phase angle of the digital control system to that of the

continuous model at high frequency, both the magnitude and phase of

the error should be minimized instead of only the magnitude as was

done in this project.

I propose to do this by minimizing the real and imaginary part

of the error between the transfer function of the continuous model and

the frequency-characteristic function of the digital control system.

The Coulb algorithm will be used to find the best estimate of the

digital controller parameters.
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APPENDIX A

LISTING OF TRANSFER FUNCTIONS

In this appendix, the transfer functions of the aircraft model

(H = 0.6, h = 30,000 ft) used in Section IV are provided.

a/6
e

NUMERATOR

I NPOLY(I) ZERO(I)
1 ( -1.449 )S** 3 ( -.8003E-02) + J( -.7455E-01)
2 ( -147.6 )S** 2 (-.8003E-02) + J( .7455E-01)
3 ( -2.370 )S** 1 ( -101.9 ) + J( 0. )
4 ( -.8295 )

DENOMINATOR

I DPOLY(I) POLE(I)
1 ( 1.000 )S** 5 ( 1.137 ) + J( 0. )
2 20.95 )S** 4 ( -.9345E-02) + J( .7705E-01)
3 16.71 )S** 3 ( -.9345E-02) + J( -.7705E-01)
4 C -46.66 )S** 2 ( -2.071 ) + J( 0. )
5 ( -.7820 )S** 1 C -20.00 )+ J( 0. )
6 ( -.2837 )

q/6e

NUMERATOR

I NPOLY(I) ZERO(I)
1 ( -147.6 )S** 3 0 0. ) + J( O. )
2 ( -79.39 )S** 2 ( -.8816E-02) + J( 0. )
3 ( -.6884 )S** 1 ( -.5292 )+ J( 0. )
4 (0. )

DENOMINATOR

I DPOLY(I) POLE
1 ( 1.000 )S** 5 ( 1.137 ) + J( 0. )
2 ( 20.95 )S** 4 C -.9345E-02) + J( .7705E-01)
3 C 16.71 )S** 3 (-.9345E-02) + J( -.7705E-01)
4 C -46.66 )S** 2 ( -2.071 ) + J( 0. )
5 (-.7820 )S** 1 ( -20.00 ) + J( . )
6 (-.2837 )
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a /8e

NUMERATOR

I NPOLY(I) ZERO (I)
1 (-.5315 )S** 4 ( 0. ) + J( 0. )
2 ( -.5314 )S** 3 ( .1831E-02) + J( 0. )
3 ( -24.95 )S** 2 ( -.5009 ) + J( -6.833 )
4 (.4567E-01 )S** 1 ( -.5009 ) + J( 6.833 )
5 0. )

DENOMINATOR

I DPOLY(I) POLE(I)
1 ( 1.000 )S** 5 C 1.137 ) + J( 0. )
2 ( 20.95 )S** 4 ( -.9345E-02) + J( .7705E-01)
3 ( 16.71 )S** 3 (-.9345E-02) + J( -.7705E-01)
4 C -46.66 )S** 2 C -2.071 ) + J( 0. )
5 (-.7820 )S** 1 ( -20.00 )+ J( 0. )
6 (-.2837 )
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PHYSIOLOGICAL RESPONSES TO WEARING FIRE FIGHTER'S

ENSEMBLE ON THE TREADMILL

by

Marvin L. Riedesel

ABSTRACT

Twenty-three experiments conducted on three subjects describe consider-

able physiological cost to wearing the fire fighter's ensemble. The experi-

ments involved variati3n in the work load, ambient temperature and clothing.

Additional data are needed on two or three more subjects before the study can

be published in the scientific literature. The data presented describe the

wearing of the ensemble results in restricted evaporation of sweat, elevated

body temperature, increased oxygen consumption and increased cardiovascular

work.
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I. INTRODUCTION

From 1955 to 1959 I worked full time on the effects of thermal environ-

ment on industrial workers. Since then my research has been primarily in

the field of comparative environmental physiology. My teaching assignment

has involved mammalian physiology and environmental physiology. In recent

years the interest of my students in human exercise physiology has increased.

The summer faculty research program at Brooks Air Force Base provided me an

opportunity to renew my "hands on" experience in assessment of the physiological

responses of men to work and thermal stress.

The Air Force and more specifically the Crew Protection Branch, USAFSAM,

Brooks Air Force Base, is concerned with a number of questions regarding fire

fighting personnel. These questions include: What level of physical fitness

should fire fighters maintain? To what extent will the insulation of the

fire fighter's protective clothing limit heat loss generated during vigorous

exercise? If a fire fighter needs to carry his own air supply, how much oxygen

is needed and how much does the self-contained breathing apparatus add to the

work load and oxygen need? The ideal situation would protect fire fighters and

give them the capacity to be effective workers. This situation obviously

requires a good match among thermal protection, adequate air supply, and physi-

cal fitness.

During the pre-summer visit and throughout the summer there were numer-

ous topics of mutual interest discussed with various personnel at BAF Base.

However, the major emphasis of my work was on the "Physiological Responses to

Wearing Fire Fighter's Ensemble on the Treadmill."

II. OBJECTIVES

The objectives set forth after the pre-summer visit were:

1. Participate in a study of the physiological responses of men

wearing the complete fire fighter's protective ensemble (insulated

garment and a self-contained breathing apparatus) while performing

treadmill exercise in thermally (i) neutral and (ii) hot environments.

2. Endeavor to explore the feasibility of performing radio-

immunoassay analyses for endorphin and prolactin on serum samples

collected from men during and following prolonged exercise in the

heat. If successful, a similar study will subsequently be con-

ducted at the University of New Mexico following the same protocol
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but studying female athletes in an attempt to relate endorphin and

prolactin levels to menstruation and exercise-induced amenorrhea.

3. Familiarization with ongoing USAF physiological research pro-

grams, techniques, and instrumentation at the USAF School of Aero-

space Medicine--this is to include active investigative involvement

in such programs wherever possible.

Additional goals and objectives set forth during the course of the

summer include:

Explore the feasibility of my conducting animal experiments at the

Univ. of New Mexico which will parallel and complement studies being

conducted at BAFB. The research topic of greatest potential may be

"Effect of Oral Glycerol on Water Load Retention."

III. REPORT OF RESEARCH "Physiological Response to Wearing Fire Fighter's

Ensemble on the Treadmill"

(1) Methods & Materials

Aerobic capacity (VO2 max) measurements, performed by the Clinical

Sciences Division (SAM/BAF) were used in assigning standard work loads for

the subjects in these experiments. The work loads assigned were calculated

to require a given percent of each subject's to2 max. This was accomplished

by determining the oxygen consumption for each subject walking at a constant

speed (3.3 mph) but at three different grades. The treadmill grades requiring

40 and 60% of VO2 max were then obtained by plotting the oxygen consumption

against persent grade as illustrated in Figure 1. Similar graphs were con-

structed for each subject.

(a) Oxygen Consumption.

Analyses were made with an open system utilizing a dry gas

meter and a Perkin Elmer medical gas analyzer. Exhaled air samples

were collected between the 5th & 6th, 7th, & 8th, 12th & 13th, and

14th & 15th minute of each walk on the treadmill.

(b) Temperature.

All temperature measurements were made with thermistors.

Rectal and skin temperatures were measured at one minute intervals

throughout each experiment. Mean skin temperature was calculated by
1

the method of Ramanathan .
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(c) Heart Rate.

An ECG instrument provided continuous recording of heart

rate during the exercise on the treadmill and the first 10 min of

the post-exercise recovery period. The heart rate was recorded at

5 min-intervals at other times during the experiments.

(d) Sweat and Evaporation Measurements.

Periodic weighing to the nearest 5 g permitted measurement

of sweat and evaporation. The weight change at each interval

represented evaporation. The evaporation plus the weight gain of

the clothing represented the sweat rate.

(e) Experimental Variables and Experimental Conditions.

EXPERIMENTAL VARIABLES

1. BUNKER versus GREENS

2. 40% MAXIMUM OXYGEN CONSUMPTION (VO2) vs 60% VO2

3. HOT versus COOL environments

Hot Cool

d.b. 40 C 24 C

w.b. 27 C 18 C

Vapor Press. 20 Torr 12 Torr

globe 48 C 24 C

EXPERIMENTAL CONDITIONS

Hot Bunker, 60% to2 max

Cool Bunker, 60% 1O2 max

Hot Bunker, 40% O2 max

Cool Bunker, 40% O2 max

Hot Greens, 60% to2 max

Cool Greens, 60% O2 max

Hot Greens, 40% O2 max

Cool Greens, 40% tO2 max

(f) Protocol.

The protocol is presented in Table 1.

66-7

I



TABLE I EXPERIMENTAL PROTOCOL

Greens: Bunker:

weight in shorts weight in shorts

weight in greens weight in greens

Rest, 35 min. Rest, 15 min.

weight in greens weight in greens
weight in greens, boots, weight in bunker, boots,

and socks and gloves

Rest, 20 min.

weight in bunker, boots,
and gloves

Walk on treadmill, 15 min. Walk on treadmill, 15 min., wearing SCBA

collect expired gas: collect expired gas:

6th, 8th, 13th, and 15th 6th, 8th, 13th, and 15th

minutes minutes

weight in greens, boots, weight in bunker, boots,
and socks and gloves

t Recovery, 10 min. Recovery, 10 mi.

(seated on scale, with- (seated on scale, holding

out changing clothes) hood and gloves, wearing bunker)

weight In greens, boots, weight in bunker, boots,

and socks and gloves
weight in greens weight in greens

weight in shorts weight in shorts

Recovery, 40 min. Recovery, 40 min.

(wearing greens only) (wearing only greens)

weight in greens weight in greens

weight in shorts weight in shorts
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(2) Results

Twenty-three experimental runs were conducted on three subjects

during the 10 week summer session. Similar experiments will be conducted

on two or three subjects after I leave BAFB. This report must be considered

a preliminary report which justifies extension of the investigations.

At the higher work loads (60% VO2 max) the cost of wearing the

Fire Fighter's Protection Ensemble (bunker) (Figure 2) was 0.7 liter/min

(Table I). This extra cost of wearing the bunker ranged from 38 to 49%

at the two work loads (Table II).

In all experiments the increase in rectal temperature was higher

when wearing the bunker (Table III). A 39 C rectal temperature is considered

the maximum safe upper limit in this laboratory. One subject had a 38.9 C

rectal temperature during the recovery period after the walk.

A heart rate of 180 bts/min is the maximum safe upper limit in
many industrial situations . Wearing the bunker resulted in mean heart

rates approaching the safe upper limit after only 15 min of work at 60%

VO2 max (Table I1).

Wearing the bunker resulted in an elevation of the sweat rate

and markedly reduced the amount of sweat evaporated (Figure 3). While

wearing the bunker in the hot environments the mean sweat rate was 4.5 times

the evaporation rate during the walk plus the first 10 min of recovery.

(3) Discussion

From the data collected on three subjects with V02 max values

ranging from 44 to 47 ml 02/kg min
- , there is ample evidence that fire

fighters should be in good to excellent physical condition. Activities

such as climbing stairs while carrying fire extinguishing equipment could

rapidly cause persons to have excessive elevations in heart rate and body

temperature within 15 to 20 min.

The 0.7 liter/mmn increase in oxygen consumption (Table I) makes

it necessary to warn subjects utilizing self containing breathing apparatus

(SCBA) that exercise while wearing a bunker may deplete air supplies within

a very limited period of time. The SCBA which will last a resting subject

30 min may last a working subject only 9 to 11 min.
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TABLE II OXYGEN CONSUMPTION DATA

Oxygen
Experimental Consumption Cost of Bunker Cost of Bunker
Condition litermin liter/min % over greens

60% O max, Hot
(n-2j

Bunker 2.33
0.72 44

Greens 1.61

60% V0 max, Cool

(n=33
Bunker 2.53

0.70 38
Greens 1.83

40% t0 max, Hot
(n=l]

Bunker 1.76
0.58 49

Greens 1.18

40% V0 max, Cool
(n=21

Bunker 1.80

0.55 44
Greens 1.25
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TABLE III RECTAL TEMPERATURE & HEART RATE

Rectal Temp.

Experimental End of Maximum

Condition Max. Recovery Heart Rate
(beats/sin)

60% 70 max, Hot
(n-21

Bunker 38.7 37.6 169

Greens 37.6 37.2 136

60% VO max, Cool
(n-35

Bunker 37.4 37.1 152

Greens 37.2 36.8 119

40% I0V max, Hot
(n-2

Bunker 38.8 37.8 152

Greens 37.7 37.6 108

40% VO max, Cool
(nf21

Bunker 37.3 36.6 132

Greens 37.2 37.0 100
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Fire fighters must realize that simply walking while wearing the

bunker can be moderate to moderately heavy work. Working time for simple

tasks may be limited to less than 15 min because of the 40 to 50% increase

in the cost of work imposed by the bunker.

In each experiment the maximm rectal temperature occurred during

the recovery period. Thus fire fighters must be advised not to continue

working in the heat to near exhaustion because maximum body temperature is

going to occur after they start resting from work in the heat. An exhausted

fire fighter could readily become a heat stroke victim as heat generated in

the working muscles is distributed throughout the body during the recovery

period.

t61
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IV. OTHER RESEARCH ACTIVITIES

(1) Plasma Endorphin and Prolactin Analyses

Approximately 5 to 8 work days were spent conducting 80 endorphin

and 60 prolactin analyses on pooled plasma samples and individual plasma

samples collected on marathon runners. Dr. Loren Myhre and Mr. Don Tucker

are exploring the feasibility of continuing these studies at BAFB.

(2) Over hydration prior to heat exposure

Approximately 30 to 50 hr were spent consulting, reading and

planning studies of glycerol administration as a method of overhydrating

subjects. Aircrews of high-performance aircraft in warm climates frequently

encounter heat stress and dehydration. Dehydration reduces cardiac output

because of lowered plasma volume and reduces sweating. A minigrant proposal

involving laboratory and field animals will be submitted in this research area

to complement the human subject experiments planned at BAFB.

V. RECOMMENDATIONS

Fire fighting personnel must be made aware of the necessity for

maintaining good physical condition. Ventilation of the bunker would help

promote evaporation and reduce elevation of body temperature. However, the

cost of carrying ventilation equipment may offset the advantage gained from

the extra ventilation.
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EVALUATION OF THE BOMB DAMAGE REPAIR COMPUTER CODE

by

Lawrence C. Rude

ABSTRACT

An evaluation of the Bomb Damage Repair (BDR) Computer Code was

completed. The evaluation consisted of outlining the structure and

function of each subroutine and making a subjective appraisal.

Comparisons between elastic solution of Boussinesq's equation for stresses

and Steinbrenner's method of computing settlements were made. A section

describing the use of the program is presented. A parameter study showing

variations in crater repair is also presented.

In general the BDR computer code is a good finite element computer

code. It has the capability of analyzing crater repairs, pavement

structures and alternate launch and recovery surfaces. It has the capa-

bility for some non-linear material behavior as represented by Hardin's

material laws, otherwise the program is a linear finite element program.

The program contains axisymmetric and prismatic elements. The prismatic

elements were considered to fall into a semi-analytic category and due

care should be used regarding their use.

67-2 j



ACKNOWLEDGEMENTS

The writer would like to thank and acknowledge the assistance

of the Air Force Systems Command, the Air Force Office of Scientific

Research, SCEEE and the Engineering and Service Center, Tyndall Air

Force Base for the opportunity to work on this worthwhile project.

I would also like to thank Hr. Phil Nash and the men at the

Computer Service Center at AFESC for their aid, advice and out-

standing assistance in making this a very productive summer.

67-3



I. INTRODUCTION

The Engineering and Services Laboratory at the Air Force Engineering

and Services Center, Tyndall Air Force Base, Florida have been assigned

the program to (a) develop materials, methods and equipment for the

rapid repair of airfield pavements following a conventional enemy

attack and (b) designs of alternate launch and/or recovery surface for

aircraft operations that are independent of conventional runways and

that will provide a redundancy. The final goal of the project is to

provide, by 1986, the capability of a limited number of aircraft missions

within one hour after a bombing via alternate surfaces and for a sustained

aircraft operations within a few hours after an attack.

In conjunction with this goal, the use of analytical predictions

to reduce the number of experimental tests has been permitted. Actual

repairs will be constructed to validate the computer analysis. The

repair designs for the spalls and craters include flexible and rigid

pavements using asphalt and rapid setting cement, unsurfaced aggregate

systems, and prefabricated structural caps over selected fill. Advanced

material application is also included. For the alternate launch and re-

covery surfaces design concepts as stabilized soils, membranes, mats,

reinforced earth and fabrics, and existing roads and highways are to

be considered.

A computer program called the Bomb Damage Repair (BDR) Code is

currently being developed. The program is a modification of existing

codes called AFPAV and WINDAX previously developed by the Air Force

for the analysis of pavements and bomb damage repair. The purpose of

this project is to evaluate the new BDR computer code at its current

developmental stage.

II. OBJECTIVES

The prime goal of this study was to evaluate the Bomb Damage

Repair Computer Code. To achieve this goal the theory and structure

of the program was reviewed. An operational version of the current

code was installed on a CDC 6600 and Cyber 176. Procedures for using

the code were investigated. Comparisons with elastic solutions were
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made to verify the accuracy of the program. Parameter studies were

conducted to depict the effects of various types of crater repair.

III. THEORY OF THE BDR CODE

Introduction

The Bomb Damage Repair (BDR) computer program is a finite element

program used to simulate repairs on cratered runways. It also may be

used to represent conventional pavements and alternate launch/recovery

surfaces. The program offers a selection of various single wheel and

multiwheel aircraft wheel loads, linear and non-linear material behavior

and axisymmetric or prismatic elements. The program is divided into

three overlays to reduce its computer'core requirements.

Theory of Finite Element Method

The finite element method has been described (Desai and Christians,

1977) as comprising five steps: (1) discretization of the continuum,

(2) selection of the element displacement function, (3) derivation of

the element stiffness, (4) assemblage of the elements to form a con-

tinuum and (5) solution of the unknown quantities. The steps will be

briefly reviewed to explain the finite element procedures used in the

BDR code. More detailed info.mation is available in many references

and textbooks.

The first step involves discretization of a continuum. The

continuum represents the engineering work to be analyzed. The discre-

tization involves dividing the cross section into smaller continua which

are called finite elements. The elements are often triangular or

rectangular in shape. The elements are connected at nodal points located

often at the corners.

The fundamental approach in the finite element method is to char-

acterize the behavior of each element in terms of a prime unknown

quantity at the node points. In the BDR code these unknown quantities

are displacements. Secondary unknowns as stresses and strains within

the element are calculated from the prime unknowns.

The resistance an element has to deformatize caused by applied

forces at the nodal points is called stiffness. Once the stiffness of
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of an element has been defined in terms of displacements, the individual

elements are assembled to represent the behavior of the original con-

tinuum. The assembled elements provide a resistance to deformation at

a given node. This stiffners at each node are the coefficients a system

of simultaneous equations relating displacement and force. The dis-

placements are solved using an appropriate numerical technique, e.g.

Gauss elimination and back substitution.

Axisymmetric Element

The axisymmetric element used in the BDR code is a quadrilateral

element. The element is formulated from sub-element triangular stiffness

elements. The displacement within each triangular element is a priori

assumed to be represented by a linear equation. In matrix notation the

general form of the displacement equation IA - [M] 1--1 where 14 equals

the displacement vector. [HI represents generalized coordinates and 64

represents unknown constants. The nodal displacements vector is re-

lated to the unknown coefficients by -z - [A] 4 and J-= JVJ

The triangular sub-elements are isoparametric elements in that an

interpolation function IN] - A-11 is the same expression used to define

the coordinates of a point within the element. The use of interpolation

functions precludes the need to invert [A].

The element strains are defined as tE - [B]. where [B] is the

proper di fferentiation of JA]. Since---,I [A7'] Dj - IN]

- (B) [Njjbuj . The stresses are defined bytajm [C][el

ja3 equals the stress vector, 19 represents the straiu vector, and [C]

contains the material laws for the element.

Using the principal of virtual work, the element stiffness can be

obtained. A virtual nodal displacement 4 is produced in the element

correspond the stressesid . The strains are in equilibrium with

nodal forcesS, . The external virtual work equals the internal

virtual work. Expressed mathematically:

I.S T Si) S'4EVI~rj dV V -volume of element

T [- Bi] [A11t L 3] T [J1 [N.j , T

Is, jJ IN T [ B) T [C) [B] dVN

67-6



The stiffness matrix [K] for the element is defined as [K] - [NT]

Sv [BIT [C [B] dV [NJ.
The program performs the operations expressed in the above expression

when it derives the axisymetric stiffness matrix.

Prismatic Elements

The prismatic elements are applicable idealization a structural

system whose (1) loading function is approximated by a periodic function,

(2) longitudinal direction is infinite, (3) whose cross section does not

vary in longitudinal direction and (4) whose material properties do not

vary in the longitudinal direction. The prismatic elements are composed

of four triangular elements.

The displacement function for thei nodes is a function of three

dimensions x, y, and z. The displacement function is assumed to vary

as a periodic function in the longitudinal direction:

"-Lx,y, t) • A x M-,V fri '. C.'yS1P4.f

L , U .. Ob L L
Agoi F

Ua't'y ) eo 0 ~ t L
L "I''

u, v, w represent the displacements in the x, y, z direction respectively.

In this manner the Fourier coefficients Uxn, Uxm, etc. are functions of

x and y only and the deflection in the z direction is accounted for the

Fourier expansion. L is the characteristic length.

To represent the prismatic solid elements the quadratic element

needs only to be generated in two dimensions. The quadratic element is

composed of four triangular elements. The displacement function is given

below. The function specifies a linear variation of displacement.

Where the cL!s are the generalized coordinates.
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In the BDR code, the matrix multiplication required for the

derivation of the stiffness matrix has been previously vorked out.

The triangular stiffness is calculated directly. The global stiffness

matrix is generated for each term of the Fourier series. The final

solution is the superposition of the results of each term of the series.

Material Laws

The program has two options to define the (c] matrix relating

stress and strain, tl= [c] 13 . One option is to represent the

material as a linear elastic material. For this option the (c] matrix

as defined in the program is given below:

6yy (yy
ffzz z

a xz xzC'zx" zX

c(l,l) - E = c(2,2) - c(3,3)
(1-2v) (1+-)

c(1,2) - c(1,3) - c(2,1) - c(2,3) - c(3,2) - c(3,1)
f [E x
(1-2',) (1+-i)

c(4,4) = c(5,5) c(6,6) - G = E
2 (1+,)

This represents the subsurface as an isotropic material, e.g.,

when material properties are identical regardless of orientation of

coordinate system.

Non-linear Material Behavior

The program uses a material characterization developed by B. 0.

Hardin as a non-linear representative. The law generalizes soil

as a strain-hardening material. The program uses an solution

scheme for selecting a secant shear modulus such that equilibrium and

strain characteristics for each material are satisfied.

The program applies the aircraft loading on the first increment.

The program redefines a secant shear modulus for each element based on
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the strains from the previous step. The first step uses the initial

tangent or maximum shear modulus.

Hardin discovered that for a given strain, cycle of loading and

soil type the secant shear modulus can be computed from the normalized

shear modulus:

Gmax 1 Equation 1

where [* ,. +F a expi = 0- - shear strain
- references strain

- max
(max

a 3.85 for clean sands

C16 ( + .02 S) V'2  for non-plastic soils

N' 1. with fines and low

plasticity soils

- 0.2 (1 + .02 ) .75 for high plasticity

N"15  soils with liquid limit

>50

S - % saturation T - time in minutes to

N - number of cycles reach normalized strain

From experimental studies

. G .6 - .25 (PI)'61
2R2 Equation 2

P.I. - plasticity index

F = (2.973 -e)2 R - 1100 for sands with less than

(1 + e) 15% fines

w 1100 - GS for cohesive soils with

more than 15% fines

if C 1  F2 (1100 -6S) 2

0.6 - .25 (P.I.) 6  then

r G .mx Equation 3

C1
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Gmax can be computed from Young's modulus and Poisson's ratio by

E

Gmac 2(E- Equation 4

or by G -1230 x (2.973 - e)2
max (1 + e)

(O.C.R)K x Equation 5

where e - void ratio

O.C.R. - over consolidation ratio

S- .453 + .209 x In(P.I.)

Pr. - plastic index

-F. geostatic stress

IV. STRUCTURE OF THE BDR CODE

Introduction

In this section the structure of the Bomb Damage Repair Code is

presented. The structure is explained by the use of a flow chart and

a table that briefly describes the function of each program and sub-

routine. A User's Manual is also presented.

Structure of the BDR Code

The Bomb Damage Repair Code (BDR) is divided into three overlay

programs. The overlays reduce the amount of core space required by

the code. The AFCAN program generates input data for the AFPRE program

and sets default valves. The AFPRE program generates AFPAV input data

and generates the mesh for single wheel, multi-wheel loadings and

identifies the crater. The AFPAV program is a general purpose finite

element program using axisymmetric or prismatic elements for linear and

non-linear layered systems. A schematic flow diagram of the program is

presented in Figure 1. Table 1, briefly describes the subroutines in the

BDR code. A representation of the mesh generated by the program is

shown in Figure 2.
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Figure 1. Flow diagram for B.D.R. Code
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Figure 1. (continued)
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TABLE 1: DESCRIPTION OF BDR SUBROUTINES

NAME PURPOSE CALLED BY CALLS TO

ADDSTF System stiffness matrix SOLVE STIFNS

generated into blocks

AF Calculates area of triangle GENEND
READM

AFCAN Executive program. Calls CANPUT

subroutines for (0,0) over- particular aircraft

lay and calls (1,0) and routines, F-4, B52, etc.

(2,0) overlays SWPREP

MWPREP

AFPAVD

AFPAV Executive program for (2,0)

overlay; sets up storage

arrays

AFPAVD Sets AFPAV parameters, defines AFCAN

start and stop points for

element end node generation

AFPRE Sets storage array for mesh SLOMESH

generation

Executive program for (1,0) MWMESH

overlay READM

WRITZO

APEPS Calculates strain for axi- RESULT

symmetric elements

AIO Sets constants for A1O AFCAN

single wheel loading

BAKSUB Preforms back subsitution REXOVR
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TABLE 1: (Continued) DESCRIPTION OF BDR SUBROUTINES

NAME PURPOSE CALLED BY CALLS TO

BSMESH Generates subgrade and MWMESH

base level mesh

B1 Sets controls for BI AFCAN

multiwheel loading

B52 Sets controls for B52 AFCAN

multiwheel loading

B57 Sets controls for B57 AFCAN

single wheel loading

B747 Sets controls for B47 AFCAN

multiwheel loading

CANPUT Reads data cards. Checks AFCAN

layer thickness and

concrete tensile strength

CHGFL Compares field length AFPAV

with that set up in

common block array

CPTIME Returns current CP time GENEND

CRAFT Defines boundary of crater WRITE 20

and redefines material out-

side crater to native

soil except for layer 1

CUBIC Finds roots of rational PRNCPL

cubic equation
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TABLE 1: (Continued) DESCRIPTION OF BDR SUBROUTINES

NAME PURPOSE CALLED BY CALLS TO

C5 Sets constants for C5 AFCAN

multiwheel loading

C9A Sets controls for C9A AFCAN

multiwheel loading

C130 Sets constants for C130 AFCAN

multiwheel loadings

C141 Sets constants for wheel "AFCAN

loading for C141 multi-

wheel loading

DATIN Reads data input from AFPRE READIN

AFPRE

ERROR Error message subroutine

PIP Binary control cards BAKSUB

FLOAD Computes Fourier series SWMESH

terms and pressure MWESH

loading

F4 Sets constants for wheel AFCAN

loading of F4 single

wheel loading

F15 Sets controls for F15 AFCAN

single wheel loading

F16 Sets controls for F16 AFCAN

single wheel loading
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TABLE 1: (Continued) DESCRIPTION OF BDR SUBROUTINES

NAME PURPOSE CALLED BY CALLS TO

F105 Sets controls for F105 AFCAN

single wheel loading

FBI1A Sets controls for FB111A AFCAN

single wheel loading

INSURF Call mesh generation MHWESH GENNOD

routines GENEL

GENEND

INTER Performs numerical STFSUB

integration

GENEL Generates elements assigns INSURF

connectivity and material

identification

GENEND Generates coordinates for INSURF AF

unspecified nodes using CPTIME

Laplace generation,

generates boundary condition

data

GENNOD Generates nodes along INSURF SAVEG

straight lines and along

arcs (except Laplace

generation)

KC97 Sets controls for KC97 AFCAN

multiwheel loading

KC135 Sets control for KC135 AFCAN

multiwheel loading
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TABLE 1: (Continued) DESCRIPTION OF BDR SUBROUTINES

NAME PURPOSE CALLED BY CALLS TO

MATDEF Defines material STFSUB

constitutive matrix RESULT

MATGEN Determines material AFCAN

constants for linear

and non-linear materials

MWNESH Generates mesh and dis- AFPRE INSURF

placement boundary

conditions, calculates loads

MWPREP Computes mesh control para- AFCAN

meter for multiwheel load,

sets output control, gener-

ates surface region nodes

and elements

PEPS Calculates strain for RESULT

prismatic elements

PRNCPL Computes principal RESULT CUBIC

components of stress

READIN Reads in list where DATIN

solution is to be calculated

and checks list

READM Reads material properties, AFPRE AF

assigns gravity body forces, SWITCH

remembers nodes if requested

REDUCI Reduces block of equations ADDSTF

by Gauss elimination
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TABLE 1: (Continued) DESCRIPTION OF BDR SUBROUTINES

NAME PURPOSE CALLED BY CALLS TO

RESULT Outputs strains and stresses, AFPAV APEPS

calculates updated parameter PEPS

for new stiffness calculation PRNCPL

if requested MATDEF

RCXOVR Any equation blocks on SOLVE BAKSUB

tape are recovered

SAVEG Lists nodes generated from GENNOD

input

SETUP Determines block size, band- SOLVE STIFNS

width and equation REDUCI

positioning array

SIGMA Calculates mean normal stress WRITE 20

due to over burden

SOLVE Creates global stiffness AFPAX SETUP

matrix, nodal displacement ADDSTF

coefficients and write RCXOVR

solution to disk

STIFNS Forms quadrilateral element ADDSTF MATDEF

STFSUB

SWITCH Changes node numbers READM

SWNESH Generates nodes, boundary AFPRE FLOAD

condition informative,

Fourier coefficient, and

loads for single wheel

aircraft
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TABLE 1: (Continued) DESCRIPTION OF BDR SUBROUTINES

NAME PURPOSE CALLED BY CALLS TO

S1JPREP Computes control para- AFCAN

meters for single wheel

mesh and sets output

locations

T38 Sets controls for T38 AFCAN

single wheel loading

T43 Sets constants for T43 -_AFCAN

multiwheel loading

WRITE 20 Initalizes AFPAV para- AlPRE CRAFT

meters, creates AFPAV SIG'

input tape
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Input Data for Program

The following is a modified version of the User's Manual of the

BDR Computer Code. Each problem requires four groups of cards for a

particular job, additional problems may be solved at the same time by

including additional sets of data. The program will terminate when an

END is encountered.

A. Title and Solution Type Card (A8, 15A4, 2A2, 1X, A2, 4X, 1A)

Column Variable Description

1-8 TITLE (1) Aircraft Name (left

Justified) F4, B52, Flll,

FBlllA, B57, C130, C141, B747,

Bl, C5, T3, F105, KC135, C9A,

F15, F16, KC97, T43, or AIO.

9-72 TITLE (2) Problem identification

74-75 LRWTP Traffic type always use RR

80 SOLTYPE Solution type

A - axisymmetric

P - prismatic

NOTE: A suggested for crater repairs

B. Load Factors and Print Control Card (12, F4.0, 2(lX,Il), 5X, F1O.0, 15)

Column Variable Description

1-2 NUMLAY Number of materials

maximum - 10

3-6 PSI Tire pressure 0 - default value

8 KPPRE Print control for APRE output

always - 1

10 KPPAV Print control for AFPAV

always = 1

16-25 WLOAD Wheel load (lbs) I = default value

26-30 LCONCOP Tensile strength of concrete

C. Crater Profile Cards (6F, 10.0)

Column Variable Description

Cl. 1-10 XCP(1) X coordinate of point 1 (inches)

11-20 YCP(2) Y coordinate of point 2 (inches)

21-30 XCP(2)

31-40 YCP(2)
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Column Variable

41-50 XC1(3)

51-60 Yci(3)

C2. 1-10 XCP(4)

11-20 YCP(4)

21-30 XCP(5)

31-40 YCP(5)

41-50 XCP(6)

51-60 YCP(6)

NOTE: Coordinates must begin at bottom of crater and progress

vertically to crater edge XCP(1) must always equal 0, YCP(l) corresponds

to the depth of the criter, XCP(6) corresponds to the crater radius

and YCP(6) always equals 0. All X-coordinates must be positive and all

Y-coordinates must be negative.

D. Material Property Cards (F4.0, lX, Al, I1), F8.0, 1X, F3.2, 5X,

F1.0, SX, FlO.3, FS.3, 2X, F3.0, 311)

Column Variable Description

1-4 THICK Material layer thickness

(inches)

6 MATID Material identification code

C - concrete

A - asphalt

L crushed limestone

H - lending mat

F - fallback/pushback

P - compacted pushback

S - stabilized material

N - native material

B - base course

X special material

7 MATCKSR modulus generation option

0 - property (1) is input

1 - property (1) is generated

from void ratio

2 - program default
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Column Variable Description

8-15 PROPTY(1) Young's modulus (psi)

17-19 PROPTY(2) Poisson's ratio

0 - default value User value

must be greater than 0

but less than 0.48

25 STYPE material type

0 = linear elastic material

1 = non-plastic with fines,

low plasticity

2 - high plasticity, LL>50

3 - clean sands

4 - clean gravels, poorly

graded sand/gravel

mixtures

5 - well graded sand/gravel

mixtures

31-40 WETPEN wet unit weight (pcf)

41-45 WATCON water content (percent)
48-50 P.I. plasticity index (percent)

51 KHARDN Type of Hardin law (for each

element)

0 - shear modulus is a function

of confining stress and

shear strain and used to

calculate new stiffness

and stress output for

each iteration.

1 = shear modulus is a function

of station pressure and

station strain and used

to calculate stress output

only
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Column Variable Description

2 - shear modulus is a function

of the shear strain only

and used for calculation of

new stiffness and stress output

3 - shear modulus is a

function the maximum

shear strain and used

for calculation of new

stiffness.

52 KGAMMA shear strain calculation

0 - shear strain used in

stiffness matrix is the

maximum of all station

shear strains

1 shear strain used in

stiffness matrix is

minimum of station shear

strain

53 KCPRESS Confining Pressure Calculation

0 - maximum of station pressures

is used to calculate stiffness

I - average of station pressure

is used to calculate stiffness

pressure is used to calculate

stiffness

NOTE: Confining pressure is negative for compression. Tensile

confining pressures (positive) are not permitted in stiffness calculation.

Material layers are input beginning at surface. A minimum thickness

of the first five layers are 2", 4", 6", 10", 12" respectively. All

layers must be represented by three or more finite element rows. No

thickness requirement exists for the last layer (i.e., native material).

The KHARDN options 0, 1 apply to MATCKSR - 1 option only. The

purpose of these options is to give loose material additional stiffness

via consolidation due to trafficing. For MATID - S, C, A, M, F, X

automatically default to linear materials. MATID - L, F, P, B can be

linear materials or Hardin's law materials.
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Column Variable Description

1-3 TITLE(l) End of data identification

Repeat cards A through D for each problem. Only one E card is required

per data deck.

AIRCRAFT DEFAULT VALUES

Aircraft Wheel Load (ibs) Tire pressure (lb/in 
2)

A10 20,600 213

B1 40,500 195

B52 67,100 285

B57 27,700 152

B747 41,600 204

C5 30,100 115

C9A 25,800 148

C130 41,900 95

C141 37,400 180

F4 27,000 265

FI5 23,400 260

F16 15,000 275
F105 23,400 220
Flll 47,000 150

FBI11A 54,000 215

KC97 44,500 180

KC135 35,500 155

T38 5,650 250

T43 27,000 148

Material Young's Modulus (psi) Poisson's Ratio

C Concrete 3,000,000 .15

A Asphalt 700,000 .43

F Fallback/pushback 3,000 .40

P Compacted pushback 5,000 .37

L Crushed Limestone 100,000 .25

S Stabilized material 50,000 .30

M Landing mat 100,000 0.00
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Material Young's Modulus (psi) Poisson's Ratio

N Native material 5,000 .43

B Base course material 10,000 .30

X Special material 5,000 .40

If default values are used linear behavior is assumed unless variable

"STYPE" is input.

Summary

The structure and the User's Manual for the BDR code was presented

in this section. Changes in the code during the project were reflected

in the discussion. It is hoped that such a presentation helps new users

of the code.

V. USE OF THE BDR CODE

Introduction

The purpose of this section is to describe the application of the

BDR code. The capabilities of the program are described. A scheme for

its use is presented.

Application

The Bomb Damage Repair Code is a linear finite element computer

program. The program contains a heavily automated mesh generation

capability that reduces the number of data cards to fourteen or less.

The program offers the choice of two types of finite elements: an

axisymmetric element or a prismatic element. The program generates the

wheel loads due to fourteen different aircraft. Material properties

are depicted as isotropic linear elastic or isotropic non-linear based

on the work of B. 0. Hardin. The program contains default values should

the magnitude of wheel loads, tire pressure or material properties not be

known to the user.

There are certain limitations in the use of the program. The

prismatic elements represent a pavement structure better than a crater.

One of the basic assumptions for the prismatic elements it that their

properties do not vary in the longitudinal direction. This assumption

is not satisfied in the idealization of the crater. Alternate launch

and recovery cross sections seem to be well represented by the prismatic
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element. Multiwheel aircraft wheel loads are applicable only if

prismatic elements are selected.

The axisymmetric elements best represent the crater repairs.

Selection of the axisymmetric case implies that the user is using the

circular cylindrical coordinate system. The limitation of using these

elements is that only single wheel aircraft may be loaded onto the mesh

surface. Single wheel loadings are applied to the center of the

cylindrical axis. Loading when applied away from cylindrical axis

assume that loading is symmetrically applied about the central axis.

Multiwheel aircraft can be used with the axisymmetrical elements when

they are converted into equivalent single wheel loadings.

The user has the option of making all materials in the subsoil

linear elastic if desired. In these cases, the variable NSTEPS in

line number BDR 768 should be step equal to 1. If a multistep solution

is desired to represent non-linear behavior of the subsoil NSTEPS = 3

should provide sufficient accuracy. By program default only materials

with the following identification can be represented by Hardin's equations:

compacted push back, crushed limestone, stabilized materials, native mat-

erials, and base course materials. The program requires all other

materials to be considered as linear.

The program has limitations on the number and thickness of the

material layers. The maximum number of materials is 10. The minimum

thickness of the first five layers are 2, 4, 6, 10 and 14 inches

respectively. Each individual layer should be represented by at least

three rows of finite elements. There are no limitations imposed on

the bottom layer. To reduce the size of the finite element grid, the

total depth of all layers should be less than 144 inches. The thick-

ness requirement is controlled by the variables ZONMIN defined in line

BDR 211.

When the program first reads a new set of data cards the specified

layer system is generated. The layers extend across the full width of

the finite element mesh. If the coordinates of the crater have been

input as all zero values, no alteration will be made to this layered

system. If the coordinates of the crater are non-zero, e.g., all x-values
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positive, and all y-values negative, the program alters the layered

system. The program defines the crater profile by a step function.

All materials, except for the top layer, that lie outside of the crater

profile are changed to the native material. The top layer is unaltered

and extends beyond the edge of the crater profile. If more than just

the top layer are to be extended beyond the crater boundaries then line

BDR 3622 should be changed. The program only allows for one native soil

to exist outside the crater. Multi-layer native soil systems can be

accomodated with major changes in the program.

The program has three control parameters that have a significant

effect on the magnitude of the nodal displacements and element stresses.

These parameters are KHARDN, KGAVI'A, and KCPRESR. By varying these

parameters, output values would change by a factor of nine. The large

variance of these values resulted in changes in the use of Hardin's law

in the MATDEF subroutine. The discussion below refers to the use of

the KHARDN control parameter, after the MATDEF subroutine was changed to

conform to a strict application of Hardin's law. The options of the

initial version of thie code were retained, but documentation to support

their use has not been found in the initial literature review.

The KHARDN parameter controls the manner in which the stiffness

of an element and stress output is computed. If KHARDN is less than

two and MATCKSR = 1 the maximum shear modulus in Hardin's law is ad-

justed by the square root of the confining pressure. If KHARPN is

greater or equal to 2 to maximum shear modulus is not adjusted. If

KHARDN = 0 the stress output is computed using the adjust shear modulus

and the element strains. If KHARDN = 1 the stress output is computed

using the modified shear modulus and the principal shear strains. If

KHARDN = 2 the stress output is computed using the element shear strain

only. If KHARDN = 3 the stress output is determined using the principal

shear stains.

The program gives the user the nodal displacements and element

stresses due to one loading of the selected aircraft. The material

responses are given for the aircraft applied symmetrically about the

center of the crater. It does not give the residual or permanent
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deflections. It does not give the accumulative residual displacements

due to repeated aircraft loadings. The program considers the static

application of the aircraft.

Use of the BDR Program

The finite element program is best used in a three phase scheme.

In the first phase the geometry of the problem and the material

properties of the native soil, push back material and compacted mat-

erials, etc., must be known. The geometry of the problem consists of

determining the thicknesses and spatial arrangements of the native soil

deposits, configuration of the crater, and runway materials. The second

phase consists of selecting the finite element program that best models

the field phenomenon. The third phase consists of field verification of

the program by monitoring the behavior of the actual structure in the

field.

The first phase must involve a soil exploration program at the

specific site to be analyzed. Soil exploration itself can be divided

into three phases: a reconnaissance phase, an exploration phase, and a

testing phase. The reconnaissance phase involves gathering all information

available about the site from geologic maps, previous drilling records,

previous construction, aerial photograph, ,and a physical inspection of

the site. The exploration phase consists of determining the depth of

the soil layers, the extent of a particular soil deposit and mechanically

testing the soil in the field. A large variety of equipment and techniques

exists for this purpose and one has a choice of auger borings, standard

penetration tests, undisturbed sampling, cone penetration, pressure meter

testing, and a variety of seismic surveys. The testing phase can either

be accomplished by insite testing of the soil or obtaining undistrubed

samples and testing the soil in the laboratory to determine the con-

stitutive properties required for input into the finite element program.

Additional considerations will have to be given regarding the alteration

of soil properties near the crater due to the bomb explosion. The pro-

perties of any concrete, bituminous, stabilized soil, fabrics and mats

used should also be determined.

The soil and other rcpair materials have to be tested under conditions

that exist in Lhe field and under conditions that represent the drainage
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conditions and the loading rate for the particular application. If

the crater or runway is to be analyzed for static cases, then static

or slow loadings should occur in the laboratory. If dynamic loadings

are to be considered then dynamic testing of the soil should also occur.

Secant nodulus may be required for materials that do not fall within

those representative by Hardin's law.

In the third phase, instrumentation of an actual crater repair or

runway should be done to verify the accuracy of the program, selection

of the material properties, and the constitutive relations. All work

should be inspected as they are completed to verify they are constructed

in accordance with the design. Only a limited number of works would

require full instrumentation. Instruimentation would include accurate

determination of the densities, moisture contents, and layer thicknesses

during construction. Samples of these materials should be retained for

laboratory analysis. Settlement plates or settlement devices should be

installed for measurement of displacements. Pressure cells that have

been calibrated in the specific material in which they are placed should

be used to record induced and over burdened pressures. Surface deflection

should be made before, during and after application of the wheel load.

The BDR computer code caa be used to analyze the repair of a

cratered runway, an existing pavement, or an alternate launch/recovery

surface. The axisymmetric finite element selection models the crater

repairs based on a conceptual point of view than does the prismatic

finite elements option. The prismatic finite elements best represent

materials whose geometry and material properties do not vary in the

longitudinal direction. The program gives the user the displacements,

stresses and strains that are induced into the subsoil due to the

presence of the aircraft. Residual stresses are not reported. The

program will provide the best results if the materials to be used for

a specific project are tested to provide input data for the program.

Field instrumentation should be done to verify the programs computations.

Summary

In this section a discussion of the use of the BDR code has been

presented. The axisymmetric elements model a crater repair conceptually
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better than the prismatic elements. The use of Hardin's law is restricted

to materials for which the law was derived. All other materials must be

defined as linear elastic. The use of the KHARDN parameter

was discussed.

Experimental documentation should be presented supporting the modification

of Hardin's laws. It was suggested that the BDR program will yield its

best results if it is used in conjunction with a subsurface exploratory

program, a material testing program and monitoring of the engineering

work.

VI. CALCULATIONS USING THE BDR CODE

Introduction

Initial evaluations of the BDR code were made by comparing the

computer outputs with Boussinesq's solution for stresses in an elastic

media and Steinbrenner's method of computing settlements of rectangular

footings on elastic materials. Such comparison should indicate flaws

in the concept and accuracy of the solution schemes. Additional com-

putations were conducted representing the subsoil as an elastic material

to indicate the sensitivity of the program to changes in the characteristic

length and the number of cosine terms of the prismatic solution option.

Parameter studies on crater repair were also done.

Comparisons with Elastic Solutions

Figure 3 shows surface deflections for a Flll wheel loading for

an elastic material 144 inches deep computed by the axisymmetric and

prismatic solution scheme. The deflection computed by Steinbrenner's

equations are also shown. The agreement between all three solutions

appears to be very good.

Figures 4 and 5 show the comparison between the vertical stresses

developed beneath the Flll wheel load and the Boussinesq solution for

a uniformly loaded circular foundation. Figure 4 shows the axisym-

metric computations and Figure 5 shows the prismatic computations.

Agreement between the three solutions is acceptable.

Figure 6 and 7 depict the results of the study of the variation

of the characteristic length. Figure 7 shows the surface deflections

and Figure 6 shows the induced vertical stress beneath the wheel of
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an F-4. The characteristic length of 43.16 inches was used as the

standard. Increasing the characteristic length by a factor of two

resulted in a maximum reduction in vertical soil pressure by 42 percent

and a maximum reduction in surface deflections by 27 percent. Decreasing

the characteristic length by one half increased the vertical stress

by as much as 18 percent and increased the vertical stresses by 15

percent.

Figure 8 and 9 depict the results of the effect of varying the

number of cosine terms in the Fourier series for the prismatic solution.

As with the previous study, the subsurface was made linearly elastic.

The current number of cosine terms used by the BDR code for the F-4

aircraft is five. The results compare favorably with expected values.

A reduction of the number of cosine terms to three reduces the surface

deflections by 22 percent and the vertical soil pressure by 35 percent.

Increasing the number of cosine terms to ten increases the surface

deflections and vertical soil pressure by 6 percent and 13 percent

respectively.

In conclusion, the number of cosine terms in the Fourier series
has a significant effect on the BDR solution. The comparison with

Boussinesq solutions indicate that the program runs correctly.

Comparison with Tyndall

A comparison was attempted for the test results determined at

Tyndall AFB for a flush crushed limestone repair and the predicted

output from the BDR code. The Tyndall tests results gave the

deflections at various levels in the fill due to compaction and

1440 coverage of the F-4 loadcart. Deflection of the surface of the

repair due to the 1440 coverages was also available. Since the BDR

code gives deflections for one loading situation with the load still

in place, there was little compatability for a comparison.

A graphic showing the computer predictions for one loading cycle

as compared to the total surface deflections are shown in Figure 10.

A real aircraft does not cross the same path along the repair in sub-

sequent landings. In fact, the distribution of aircraft loadings is

assumed to be distributed in a normal distribution across the runway.

The spacing of the load in this fashion accounts for the gradual com-

pression of a well repaired crater.
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In Figure 10 a comparison of the output of the BDR code and the

Tyndall test results are shown. The test results consist of the

permanent deflections of the repaired crater surface after a total

of 1440 passes of a F-4 load cart. The data points were obtained by

subtracting the elevation of the surface before and after the coverage

were conducted.

The BDR computer output is depicted in two forms. The deflection

caused by the wheel is shown by the solid line. Residual deflections

were estimated by subtracting the first step using Hardin's soil model

from the third step. The comparison of these results illustrates the

fact that crater repair problem is an accumulative displacement problem

caused by surface rutting by many different applications of an aircraft

wheel at a variety of locations. At present the BDR code can give results

for a single loading while the wheel load is still applied to the repair.

Parameter Studies

The computer program has the advantage that simulations can be

performed without actually having to perform any field construction.

The main ingredient for such simulations is that the geometry of the

problem will be defined and that the material properties of the engineering

work will be defined. The geometry including the dimensions and shapes of

the structure is usually well defined. The material properties are well

defined for engineering materials as steel and concrete but are not well

known for soils. Each soil deposit should be thoroughly tested to deter-

mine its constitutive properties.

In the parameter study described below, two ficticious sites were

selected. The original runway consisted of 12 inches of concrete and

12 inches of crushed stone overlaying either a hard clay or a medium

stiff clay. Young's modulus and Poisson's ratio for the clays were

selected from recommended values in Foundation Analyses and Design

by J. E. Bowles. The purpose of the parameter study was to compare

the increase in static deflections of an F-4 aircraft due to different

expedient runway repairs. The cross section of the repaired runway

is shown in Figure 11.

The parameter study consisted of varying the thickness of the the

compacted crushed limestone and the push back debris from explosion.
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Notationally, we have

6m * e(t) = em (t)

and
6m * e(t) - em(t'T(t))Ct)

where * denotes the convolution operator and 6 m denotes the m-th

derivative of Dirac delta functiona. Throughout we are assuming that

the distribution functions are measureable and have compact support

on [0,t].

Next, we define the convolution equations.

el(t) = a * e 2 (t)

e (t) = X * el (t) = 2 * a * e 2 (t)

The Laplace transform of the distribution el(t) can be represented

by a function
-st co-st

<el, e >= J e I (t) e dt
_C0

It is assumed, however, that the distributions are of the finite order.

In other words the distributions throughout have compact support. For

details of such distribution function, we refer Schwartz [9]. Our ob-

jective here is to provide some background material rather than vigorous

derivations. Next, we state a Theorem which estab Aishes the properties

of solutions of e(t). This result will be used later in the analysis

of closed-loop pilot model.

Theorem 1. The solutions of the equation

e(t) =L*a*e 2 (t) - 0

are exponentially stable provided the transcendental polynomial Z(s)a(s)

satisfy the following conditions:

(i) Re [L (s) a (s)[T(t) o] < 0

(ii) L(w) a (w) \0
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Proof of Theorem 1. It is sufficient to show that the real parts of

the roots of the transcendental polynomial

P(s;T(t)) = L(s) - a(s)
m i -T(t)sa n (tsl

-(Z ai (t) s e + E b i
i=o i=o2 2sa + w2

(s2 + 2 sp w., s + Wsp ) (
s2 + 2 Cph Wph h) = 0 (5)

are all negative for T (t) > 0. It is obvious that Re a(s) < 0

provided 0 < wsp and 0 < Cph - Wph"

To show that the real part of the transcendental polynomial L(s;T(t))

to be negative, we expand in the form

L(s;T(t)) = Sn + [an 1 (t) e- T ( t ) s + bn-l(t) ] s n -

+ I an_2(t ) e-T(t)s + bn-2 (t)] s n - 2 +

+ [ao (t) e--(t)s + bo (t)] (6)

we have assumed that m = n -1. If m is order less than n-1, we can set

the coefficients anl etc. zero)

L(s;T(t)) = s n + Pnl(t) sn-l + Pn2 ( t ) n-2 + + Po(t) (7)

where

Pn-l (t) = an_, (t) e-+(t)s + bn_ t)

Pn-2 (t) = n2 (t) e - T ( t)s + bn- 2 (t)

po Ct) =a (t) e-  + b 0 (t)

Since, exp [-T (t)s] < I for all T(t) > 0,
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hence, when T(t) > 0 and s > 0, the coefficients pi(t), i-i,..., n are

bounded. Let p denote a constant such that p - max I pi(t) and let

D - max (1, (n+l)i] > 0. We will now show that 1 <i <n under the

assumptions of Theorem 1, all roots of L(s;T(t)) lie in the left half

plane. To prove this, we consider two cases (i) region when Is I > D

and (ii) when Isl < D. Now suppose Isl > D, then

I L(s;t(t)) I sn + Pn-l (t) sn- + ... + P (t) I
Is s~n 1- - IPo (t)

--~~ . . - - JIslr sIn

[ 1- - ] > 0 (9)
(n + 1) p

The last inequality follows from the fact that Isi > D - (n + 1) p > 1.

Thus, in the domain Isl > D and Re (s) > 0 the polynomial L(s;T(t))

possesses no root for any bounded T(t) > 0. Now suppose that Isl < D.

From condition (i) of Theorem 1 roots of e(s) a(s) are all in the semi-

plane Re (s) < 0 for T(t) = 0. Now when T(t) 0 0, the only possibility

for the characteristic roots to fall within Re(s) > 0 is that for t(t) # 0

the variable s runs along the imaginary axis on the s-plane from -D to D.

But the comdition (ii) does not allow the roots to run along the imaginary

axis of s-plane and therefore under our assumptions the characteristic

roots must remain within the semi-plane Re(s) < 0. This completes the

proof.

For the nonlinear model in fig. 2, the description of the system is

obtained as

t* 0 * e 2 (t) + f (t, p*e2 (t)) - u(t); t > 0 (10)

To analyze stability of the functional equation (10), we shall

construct a Lyapunov functional. The spectral factorization of the

entire function plays an important role in the construction of this Lyapunov

functional as can be seen later. We heavily depend upon the works of
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Levin [4] who has shown that the ertire function of exponential type

has the spectral factorization. We state these results for our con-

venience.

Lemma 1. In order that an entire function F(s) of exponential type

may be of class A it is necessary and sufficient that for some fixed

w > 0 and for every R > w the following inequality be valid:

fR l F (w) F (-w) I dw < mf,A

-w W

where Mfx is a constant.

Lemma 2. For an entire function F(s) of exponential type to have

the representation

F(w) = 0 (w) $ (-w)

Where 0 (w) is an entire function of type T(t) I < T) with zeros in
2

the half-plane Re s 5 O,if and only if F(s) belongs to class A and F (w) > 0.

We will now introduce our main results to establish asymptotic

stability of the nonlinear system (10). The stability of largest in-

variant set is then derived from the application of the 'invariance

principle'.

Theorem 2. Suppose assumptions of Theorem 1 and lemmas I and 2 hold,

then there exists a 1yapunov functional V (t,0) of (10) on G CR.

Theorem 3. Let the set E is defined by

E = {xt : V (t, x(.)) = 0, xt F ,

and let V (t, x (-)) be Lyapunov functional of (10) on G. If the solution

x (to , 0o) (t) of (10) is b3unded and remains in G for all t > 0, then

x(to,00 ) (t) - E as t
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The proof of Theorems 2 and 3 will be completed during the follow-

up research.

V RECOMMENDATIONS

The results presented are concerned with a reasonably realistic model

of an important type of control system. The effects of control system

dynamics on fighter approach and landing longitudinal flying qualities for

highly unstable aircrafts need very careful analysis. It is presumed that

a fully-developed pilot-induced oscillations (PlO) will tax the pilot's

ability to control it and thereby leave little or no margin for accomplish-

ment of the primary piloting task. Even worse, it may be entirely beyond

his control capabilities. In the later case, the only successful recovery

technique is for the pilot to remove himself from the control loop either

by clamping or releasing the control.

In the present summer research, we have considered the effects of

variable lag and variable gain in the pilot model. Such formulation has

been justified due to effect of wind shear and the neuromuscular system

dynamics according to the available datas.

Another interesting problem of pure transport time-delays such as

those associated with digital flight control systems should be treated

in further research studies of NT-33 aircraft. Such problems are ex-

pected to be infinite-dimensional and I propose to do this by extending

the present results of spectral factorization of finite-dimensional problem

to infinite dimensional problem. It is expected that the present method

can be extended to construct Lyapunov functionals for infinite-dimensional

problems.

Part of the sketch of the proofs of summer research and its application

to an existing result will be completed during the follow-up research. It

is expected that the future course of research will
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answer key questions concerning the pilot-induced oscillations of the

systems, and provide an analytical basis for using a computer for

further studies.
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A MODEL AND POLDER TENSOR FOR MAGNETOSTATIC
WAVE INTERACTIONS WITH METAL STRIPS

by

Charles V. Smith, Jr.

ABSTRACT

A novel technology for microwave (1-20 GHz) signal processing based

on magnetostatic wave propagation in epitaxial Yttrium Iron Garnet films

and utilizing the concept of transversal filtering has been developing

during the past four years. The continued development of this technology

is strongly dependent on the generation of more sophisticated models for

prediction of the interaction of magnetostatic waves with various individual

elements of a transducer or reflecting array which forms the transversal

filter. This work presents a proposed method for the formulation of a

boundary value problem for metal strips which may be utilized in the calcula-

tion of reflection and transmission factor of various elements in a given

device model and a derivation of a generalized Polder Tensor for application

in such calculations. Recommendations are made for the further continuation

of this work.

73-2



ACKNOWLEDGMENTS

The author wishes to thank the Air Force Office of Scientific

Research, the Air Force Systems Command, and Southeastern Center for

Electrical Engineering Education for the appointment as a Summer Faculty

Research Program Research Associate and SCEEE Fellow. The Rome Air

Development Center personnel, in particular, Mr. J. C. Sethares, Dr.

L. V. Taylor, Mr. M. Stiglitz and Dr. P. Carr, as well as all Hanscom AFB

personnel made this a most enjoyable productive summer research experience

for me and I convey to them warmest thanks for their support.

7

73-3



I. INTRODUCTION

A need exists for a microwave (1-20Gz) analog signal processing

technology with processing capabilities complementary to those developed

in the past ten years with surface acoustic waves at VHF/UHF frequencies.

In particular, tunable, narrow bandpass filters and wide band tunable

matched filters and dispersive nondispersive delay lines can find sig-

nificant applications in military microwave systems. A new technology,

with the potential to realize these requirements, has been developing

over the past four years. This technology is based on magnetostatic

wave MSW) propagation in epitaxial Yttrium Iron Garnet (YIG) and

utilizes the concept of transversal filtering which has been so

effectively applied in Surface Acoustic Wave (SAW) devices.

Surface acoustic wave (SAW) devices, which perform very effectively

in the VHF/UHF range as sophisticated analog signal processors, have

significant problems as the operating frequency is increased above

1GHz. For a material such as quartz the attenuation can be in excess

of lOOdB/psec at 10GHz and the wavelength is of the order of O.lpm

making SAW devices in this frequency range of very limited usefulness

and exceedingly difficult to fabricate. Bulk acoustic delay lines

work well in this frequency range; however, complex signal processing

is not practical since the signal cannot be easily accessed during

propagation as in SAW.
I

Magnetostatic Waves (MSW) are slow, dispersive, magnetically

dominated electromagnetic waves which propagate in magnetically biased

ferrite materials at microwave frequencies (typically 1-20GHz in

Yttrium iron garnet).2 Essential to recent development of MSW devices

has been development of low linewidth loss, high quality Yttrium iron

garnet (YIG) (Y3Fe5012 ) grown on gadolinium gallium garnet (GGG) sub-

strates as epitaxial films. The growth technology utilized is a

result of magnetic bubble domain research and is highly developed.
3

Such films offer lower MSW propagation loss than SAW on Lithium Niobate

at 3GHz and less than 12db/psec at 10GHz.

MSW propagation in a free ferrite slab has been extensively

considered, including the effect of ground planes in close proximity.
1
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Several propagation modes are possible, two of which are of particular

interest for device applications. First, the magnetostatic surface wave

(MSSW), in which the bias field H is perpendicular to the direction of

wave propagation and in the plane of the film. For this wave the pro-

pagation is highly anisotropic in the film plane and the energy is

confined near one surface of the film depending on the direction of

propagation. Second, the magnetostatic forward volume mode (MSFVW)

characterized by the fact that the bias field is perpendicular to the

plane of the ferrite slab. The wave has approximately isotropic pro-

pagation characteristic in the plane of the slab volume with energy

distributions resembling those found in rectangular pipe waveguides.

The lowest order distribution dominates and is easily excited. Both

MSSW and MSFVW modes are tunable by bias field adjustment and in

principle, any wavelength can be obtained at any frequency. Thus, a

filter designed to work at a specific wave length can be made to work

at any frequency for which a bias field can be provided and the ferrite

saturated. Typically, group velocities are in the range 3-300 km/sec

and wave numbers in the range 10-103 cm- ; thus, transducer and periodic

structure dimensions permit easy fabrication by standard photolitho-

graphic, microelectronic techniques. Propagation delays of several

hundred nanoseconds per cm are typical of these devices.

II. OBJECTIVES

The continued development of MSW devices for microwave signal

processing by nonrecursive transversal filtering is strongly dependent

on the generation of more sophisticated models for prediction of the

interaction of the MSW with various individual elements in a transducer

or reflecting array. To date, the basic modeling approach has been to

suitably interconnect or cascade equivalent transmission line models

of the various elements within a device to obtain a model to predict

the overall device performance such as is done in SAW work.4  Such

an approach is still valid and may also be developed to produce

synthesis procedures; however, the validity of this modeling is limited

in no small way by the requirement to define the equivalent elements

of the transmission line model. The initial MSW device work has
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applied various approaches of limited validity and sophistication for

the determination of the required model parameters. The initial results

for simple device considerations were most encouraging; however, recent

experimental results indicate a need to further upgrade parameter deter-

minations so the model predictions have sufficient accuracy for develop-

ment of MSW devices beyond feasibility demonstration toward usuable pro-

type microwave system devices.

One candidate for use as an element in an array or transducer which

is presently receiving a great deal of attention is a conducting metal

strip which is placed either directly on or dielectrically spaced from

the surface of the ferrite film (usually YIG) which acts as a propagation

structure for the MSW. Such metal strips have a number of significant

advantages for use as elements in MSW device fabrication. For example,

the forming and placement of such strips is a well developed art in

microelectronics fabrication technology; further, the ability to modify

individual element currents by the simple procedures of variation of

end interconnections and electrical loads gives rise to a wide selection

of possible elements for device applications.

It is the objective of this present work to formulate a model and

begin its solution as far as possible during the allotted research

period. As part of this effort a generalization of the Polder Tensor

will be made.

III. DISCUSSION OF APPROACH

In order to more accurately predict the interaction of these metal

strips with the MSW waves, a general boundary value problem or a group

of such problems must be formulated and solved. The basic geometry of

the situation for a single strip is shown schematically in the section

of figure 1. This schematic is applicable
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for both oblique and normal incidence elements and assumes the transverse

aspect ratio of the ferrite film propagation medium is sufficiently large

so edge effects may be neglected (films of this size are routinely grown

in the laboratory). The finite thickness of the metal strip is an im-

portant parameter in determination of the coupling and loss associated

with an element; unfortunately, this aspect of the geometry greatly

complicates any proposed boundary value problem modeling by introducing

a number of "sharp" edges as well as multiple regions. In order to have

a more tractable model it is proposed to treat the strip as two edges

separated by a transmission region and to retain the finite strip thickness

only for the transmission region. The solution for this transmission

region model has been achieved for some limiting cases and needs only to

generalized to be applied in the proposed manner. For the edges, it is

necessary to determine transmission and reflection factors for MSW incident

from both sides (i.e., strip and nonstrip). This must be done for both

normal and oblique incidence. This modeling assumes that the edges of

the strip act as independent reflectors; one desirable prediction from

the boundary value problem would be the limit on the equivalent strip

width in the propagation direction for this assumption to apply. By

focusing attention on the interaction of the MSW with the strip edges

and neglecting the finite strip thickness a boundary value problem

geometry consisting of six effective regions and only one "sharp" edge

may be treated as shown in figure 2. With these assumptions and choice

of boundary value problem geometry, the parameter determination is
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reduced to application of a straight forward but somewhat lengthy and

complex mathematical procedure.5 ,6 Basically, the transverse variation

and propagation structures must be determined. From these fundamental

modes in the two propagation structures a common set of normal modes must

be constructed. Next the desired reflection-transmission problem is set

up by picking an incident MSW and writing the general solutions for trans-

mitted and reflected waves in terms of the normal mode set. The application

of the boundary conditions to be satisfied by the MSW fields at the inter-

face of the nonstrip and strip propagation structures leads to an infinite

set of linear simultaneous equations which relate the mode amplitudes

of the transmitted, reflected and incident wave. The solution of this

infinite set is uniquely determined if an edge condition is applied to the

set. For this problem, the edge condition is essentially the energy of

MSW field in the vicinity of the edge remains finite. In principle, this

procedure yields a unique solution for the model amplitudes of the trans-

mitted and reflected waves in terms of the incident wave amplitude. With

these values in hand it is a straight forward step to calculate trans-

mission and reflection factors; there are a number of formats which could

be utilized at this juncture. It is not known at this time if this pro-
posed boundary value problem leads to an infinite set of modal amplitude

equations which have an exact analytic solution. An analytic solution

is desirable from a number of points of view; however, if such a solution

is not possible then either approximate methods such as trunction or

iteration may be applied to achieve results of sufficient accuracy for

model parameter determination. The truncation solution would, at this

time, appear to be the most desirable approximation method; particularly,

since a clever choice of the set of normal modes might allow the modeling

accuracy to be achieved with only a few modes.

IV. GUIDED MSW PROPAGATION - THE GENERALIZED POLDER TENSOR

The development of the general magnetostatic equations for a ferrite

medium has been considered in detail in various texts.
7 ,8 ,9'10 ,11 ,12

The usual magnetic equations of Ampere's law, the solenoid law and the

constituent relation (in MKS units) are coupled with a magnetic spin

Curl/ = ()
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(3)

equation of motion in terms of the magnetization where y = 2.8 GHz/kOe

is the gyromagnetic ratio and a is a Gilbert damping factor. For the

remaining regions in the layered propagation the usual Maxwell equations

will be used along with an assumption of a linear isotropic media. Since

interest is limited to exploitation of this propagation for microwave

communications devices, a "small signal" linear operation is desirable.

In such a model the magnetization is eliminated by introduction of a

Polder or a complex permeability tensor relating small signal complex

amplitudes.

The Polder tensor, in the form presently available in the literature,

was first developed by D. Polder in 1949. 13  In developing such a tensor,

the basic idea is to eliminate the material variables such as the mag-

netization from the model and focus attention on the electromagnetic

quantities. This procedure produces a tensor constituent relation between

the small signal complex amplitudes representing the magnetic induction

and intensity h; the components of this relating tensor are then identified

as the desired complex permeability or Polder tensor.

In the analysis of the electromagnetic models for these MSW devices

two problems arise whish provide motivation for this generalization of

the Polder tensor. First, for MSW propagation in planar slabs different

orientations of the bias field relative to the film or slab normal and

the propagation direction correspond to different modes of propagation

with technically exploitable properties which are significant in their

differences. To date the use of Polder's original formulation requires each

of these modes to be treated by separate analysis. The generalized Polder

tensor presented in this work promotes a single analysis in which the

film normal and propagation direction are set and the various modes of
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of interest achieved by suitable specification of the bias field orienta-

tion. A further benefit is the possibility of studying general bias field

orientation MSW propagation characteristics. The second problem presently

under consideration is the fact that the bias field most likely will not

be exactly aligned producing various beam steering effects 14 in MSW devices.

Such steering may be detrimental or helpful in any particular situation;

however, the presented generalized Polder tensor will allow analysis of

such effects following the method of Addison, Auld and Wilkinson.
15

The dynamics of the magnetic spins in the ferrite is usually modeled

in a phenomenological way as there is no complete understanding of the

various physical mechanism underlying such factors as damping. Various
8

models are discussed by Lax and Button. The equation of motion to be

used in this present work is a modified form of the Landau-Lifshitz

phenomenological model due to Gilbert. For electron spins the Gilbert

equation of motion is given by equation (4) where MT is the total mag-

netization, H is the total local magnetic intensity. For ferrites with

low propagation loss a must, in some sense, be small and the damping could

be considered as a perturbation type effect.

Application of electromagnetic wave propagation in thin ferrite

films to a realization of microwave communications devices for analog

signal processing generally requires linear system behavior; thus, it

is important to consider a small signal theory of device performance.

Since the nonlinearities occur only in the mechanical equation of motion

only this equation need to be linearized to obtain small signal equations.

Assuming exp (jut) dependence for "small" signal quantities equation (4)

yields

where w us the radian frequency, upper case variables are equilibrium

quantities and lover case variables are corresponding complex amplitudes

of the small signal quantities. Equation (2) may be further consolidated

by noting that M and H must be parallel (if anisotropy is neglected) and

writing

where CI is a unit vector in the direction of M and H, M= yM, wo yH

73 -12



and R o+

In the derivation of the generalized Polder tensor the magnetization

m, which represents a material quantity, is eliminated from the electro-

magnetic constituent relation by use of the equation of motion. There

are various forms of the electromagnetic constituent relation; for example

the SI system or rationalized MKSA system where

1, +P~t)(7)

The Gaussian system or unrationalized CGS system where

and the HeaV1side-Lorentz system or rationalized CGS system where

These are the most widely utilized forms; however, there are a number of

other forms which occur in the existing literature. For this work the

SI or rationalized MKSA system will be used.

On examination it is seen that equation (6) may be considered to

represent a system of three linear algebraic equations in terms of a

suitable set of components of m as the three unknowns. The solution of

this system for the components of m as functions of the components of h

permits an identification of the components of the complex susceptibility

tensor X where

With this result in hand a simple substitution obtainsthe Polder tensor

as

-7
where I is an identity tensor and Uo = 4n (10 ) hy/m is the free space

permeability.

To effect this solution in a general orthogonal coordinate system

the linearized spin equation of motion is written in terms of components

using index notation (16); this gives
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where it is to be noted that indices are Roman lower case super or sub-

scripts and upper case subscripts are not indices but simply identifiers.

Consider arranging the solution into the form

so the complex susceptability Xp may be determined. Recalling the relation-

ship between associated tensorsand using in equation (12) gives

where 6p is a Kronecher delta, g are components of the metric tensor
5ijk

for the coordinate system and C are components of the permutation

tensor. For linear the algebraic system

r
the cofactor of & is

and

A. " S (17)

where A is the determinant of M. (i.e., A = det ()=Io Assuming
i

is nonsingular and solving yields

A4 16") /A (R
k k

Clearly, (A I A) is the tensor relating the vector bpto the vector x
Applying these ideas to the present system, identify

L L

and calculate

and

A -
zi
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±
With these quantities the complex magnetic susceptability X can be

written as

and performing the indicated operations obtains

For SI units (i.e., rationalized MKSQ units) the Polder tensor is

This result is valid for any curvilinear coordinate system and represents

the components of the Polder tensor as a mixed tensor of second rank.

V. PHYSICAL COMPONENTS FOR SPECIAL CASES

Since it is known that the electromagnetic theory equations lead

to the Helmholtz equation which is simply separable only in some orthogonal

curvilinear coordinates, it is useful to restrict the remainder of these

considerations to such coordinates and the corresponding physical com-
iponents of V . Further, most technical research effort is presently

focused on exploitation of LPE-YIG for microwave signal processing so

rectangular Cartesian coordinates are of particular significance. In

this section explicit expressions for the Polder tensor physical com-

ponents are given for three cases; general orthogonal curvilinear

coordinates, rectangular CaNesian with v along the z-axis (i.e., Polder's

case) and rectangular Cartesian with v in an arbitrary direction. For

this work the lower case Greek letter as shown in figure 3 a, 8, y will

represent the physical components corresponding respectively to the curvi-

linear indices 1, 2, 3. From equation (24) the physical components in

a general orthogonal curvilinear coordinate system are found to be
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In passing note that this tensor for a lossless case is Hermitian as

should be expected. To obtain Polder's original form from these results

A4 -0

note that -, B, y correspond respectively to x, y, z and that - 0,

'z- ; thus,
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Another case of technical interest is that of arbitrary orientation for

and rectangular Cartesian coordinates. In the present formulation the

components of ; must also be resolved relative to this defining coordinate

system; however, it is useful to specify the components of v relative to

spherical coordinates using the usual definitions of angles relative to

the rectangular system. From a different point of view the required

components of v are obtained from this latter set by a suitable tensor

transformation. Making again the previous identification of a, 0, y

with x, y, z and noting v. sin & cos? P 8 v sin 9 sin?' vy Cos

substitution obtains
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VI. FERRITE LINEWIDTH AH AND THE GILBERT DAMPING FACTOR X

The ferrite linewidth AH is usually defined as the difference in field

values at constant frequency where the imaginary part of the diagonal

components of Polder's form of the complex susceptability attains half

the resonant value. For this case these imaginary parts of the diagonal

components are

(za)
Clearly, the Gilbert damping factor a, which appears explicitly in these

expressions, is related to the experimentally determined linewidth. For

small damping, which must prevail for useful microwave device material, the

resonance occurs approximately at the Lamour frequency; that is

at resonance as shown in figure 4. Again for small damping the maximum

value is

73-,9 A/ - )  
C3>)
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material linewidth AR
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and the half amplitude values for this approximation occur at

63A -= U3 LcIto-, ) (si)

The difference is defined as the linewidth; thus,

fA H (3z)

or

To check the assumption of small a, take as values from figure 2-20 of

von Aulock (7) AH - 0.50e at 3GHz. From these values and equation (30)

it is found

d Z 3.7 1015o2)

which strongly satisfies the assumption of small damping.
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VII. SUMMARY AND RECOMMENDATIONS

At this juncture the present work may be summarized as follows: first,

a method has been proposed for the formulation of a boundary value problem

to be utilized in the calculation of reflection and transmission factors

for magnetostatic waves incident on metal strips; and, second, a generalized

Polder tensor has been derived to permit examination of the various pro-

pagation modes corresponding to a given bias field orientation. The

following recommendations are made with the objective of bringing the

present effort to a fruitful conclusion; first, the modes of propagation

should be identified and the reflection and transmission factors determined

in terms of suitable superpositions of these modes; and, second, numerical

results should be computed with emphasis on generating simple, closed

form approximations for the reflection and transmission factors which

may be used in MSW device modeling.
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OPTIHAL CONTROL OF THE HEL BEAM

by

J. Eldon Steelman

ABSTRACT

The optimal control of the deformable mirror in a High Energy Laser
is required to offset the turbulence in the atmosphere. Computer models

suitable for finding the optimal control of each of the first five

optical modes treated separately were developed. A detailed study

of the tilt and control system model indicates that a Kalman estimator

and an optimal control can provide satisfactory system response.

Further research in this area is suggested.
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I. INTRODUCTION:

The optimal control of the deformable mirror in a High Energy

Laser (HEL) (see Figure 1) is required to offset the turbulence in the

atmosphere. This research effort seeks the best control system for the

HEL as a function of the signal to noise ratio and the number of detector

sub-apertures. The number of sub-apertures is important because more

sub-apertures allow the estimation of higher order optical effects and

the potential for better control. However, increasing the number of

sub-aperture decreases the signal-to-noise ratio.

The primary tool used in this determination was computer modeling.

Kleinman's routines (References 1 through 5) were used to determine the

optimal continuous control and the gain of a continuous Kalman estimator.

Kleinman's routines were also used to find the overall system step

response and overall system covariance matrix.

II. OBJECTIVES OF THE RESEARCH EFFORT:

The objective of this project was to determine the control system

for the deformable mirror which minimized the effects of atmospheric turbu-

lence. The best control system was sought as a function of signal-to-noise

ratio and number of sub-apertures. The project goal was to make this

determination for the first five optical modes. A basic assumption was

that each optical mode could be estimated separately and linearly.

III. ATMOSPHERIC TURBULENCE:

The distortion induced in the laser beam by atmospheric turbulence

can be described in terms of its effect on the various optical modes (tilt,

focus, astigmatism, etc.). The effect on each optical mode can be modeled

by a three state variable model driven by a Gaussian random variable

(References 6 and 7).
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Let x, . Vx - random effect on optical mode

x2  - turbulence model state

x 3  = turbulence model state

Then the state model is

- a x1 + b x2  (1)

2 = -b x2 + c x3  (2)

3 c x3 + v t  
(3)

where

E I vt (t) (t + T) J k 6(t) (4)

Values of k, a, b, and c for the first five optical modes are given in

Table I (Reference 7).

Mode k a b c

x 2.6 x 10- 7  47.10 2200 2200

y 2.4 x 10- 7  47.10 2200 2200
2 +2 R2/2 3.3 x 10- 8 94.20 3350 3350

2 2 5.4 x 10- 8 41.80 2576 2576

xy b.0 x l0- 10  4.710 73.30 2932

Table 1. Parameters for Turbulence Model.

NOTE: Mode xy has a zero at .0523 radians/sec which will be neglected.
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IV MIRROR AND CONTROL SYSTEM MODEL:

The mirror tilt and control system are represented by three state

variables.

Let x4  - mirror tilt (5)

x5  . mirror tilt rate (6)

x6  = integral of error (x1 - x4 ) (7)

Finally, the mirror drive is a force driver such that

x4  = x5  = u (8)

The complete tilt system model is

S -a a 0 0 0 0 x 1  01 0

2 0 -b b 0 0 0 x 2  0 0

= 0 0 -c 0 0 0 x3  + 0 u + v (9)
3 0 0 0 0 1 0 x4  0 0

x 0 0 0 0 0 x5  1 0

1 0 0 -1 0 0 x6  0 0

The covariance ratrix for the noise is

Qt = k 4 3 3

As a first approximation, the remaining four optical modes will be

modeled by the same general equation. The different values from Table 1

will be used in equations (9) and (10).

V. SYSTEM OBSERVATION MATRIX:

The quantity y1 is measured by the detector.

yl = xl - x4 + V1 (11)

Observability requires that x6 also be measured

Y2 = x6 + v2 (12)

Other measurements will be selected as required for adequate system

performance.
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VI. OPTIMAL CONTROL SYSTEM DESIGN:

The classical infinite time optimal control problem minimizes a

cost function (Reference 8).

V f xt Qx + Ut Ru) dt (13)

The minimization of V produces the control in terms of P, the solution

to a Ricatti equation

PA + Atp - P b R- 1 b t P + Q = 0 (14)

(Kleinman's subroutine MRIC solves this equation.)

The optimal control is

u* = - R- I bt P (15)

The optimal control can be required to have a prescribed stability by

replacing A by ( + A).

The steady state output covariance matrix is the solution of the

linear variance matrix (Reference 9)

AP + PA + B Qi Bt =0 (16)

where P is the output covariance matrix,

A and B are system matrices,

Qi is the input covariance matrix.

(Kleinman's subroutine MLINEQ solves this equation.)

VII. KALMAN STATE ESTIMATOR
2

If the basic plant is described by

x A x + B u + v (17)

SM x + v (18)

The Kalman estimator is

x = A x + B u + k (M x - ) (19)-' --e - e - e

Desired control law

u = u + F x (20)
-ext

Actual control law

u = u + Fx (21)
- - ext - e

Defining

e x - x (22)-e

yields a new system with doubled dimension

x A +B F -BF x B v
"+ u ext +  (23)

L 0 A+kM ] [Jv[j +k v (23
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The matrix k is the Kalman gain. It is given by

ke Mt -P1 (24)e m

where R is the covariance of v
m -in
P is the solution to (Reference 8)t t -l

PA + AP - PM R I P + Q n 0 (25)ms t
Q is the covariance of v
R is the covariance of v.

--in

The input covariance for equation (23) is

coy [ E v v v + v k
+ke v +kvvJ -x -x -n e
-x--X ne in

Thus,

[ +k ]e v [n Qn ke m k e

The (2,2) term can be further simplified by substituting equation (24).
k R k Pt P Mt R -1 Rm (Rm-t -l P

=P (Mt R M) P

Thus, the (2,2) term becomes

n ke RM k =Qn + P ( Mt R M N) P (27)
One set of measurements satisfying the observability requirement is

Y2 0 0 0 1 0 0 x + v (28)

[ 0 0 0 0

VIII. COMPUTER PROGRAMS

The primary product of this research effort was four main computer

programs. All four of these share some segments; nevertheless, each

program will be discussed separately. All of these programs are in the

system files with ID - ARAAJES.

A. PROGRAM IAKLMNM4 (cy = 5). (See Appendix A for a listing and

sample output.)

This is an interactive program which requires that Kleinman's

routines be "ATTACHed" and 'LIBRARYed". The program also requires input

data in file TAPE 5.
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The program reads:

1. A matrix (6 card images, 6 values per image).

2. X vector (not used)(1 card of 6 values).

3. B vector (1 card of 6 values).

4. U vector (not used) (1 card of 6 values).

5. M matrix (4 cards, 6 values per card).

6. Q matrix (6 cards, 6 values per card).

7. ALPHA (single value from a card).

8. R (single value from a card).

9. SGIURB, SGMILS4, SGMM2, SGMM3, SGMM4 (5 values on one

card). After reading this information, the program forms the AT (A transpose),

the QNMAT, and the SKLMN matrices. The program uses Kleinman's subroutine

MRIC to calculate the Kalman gain and the transpose of the Kalman estimator

system matrix. The program then forms QPLSRSR, the input covariance for

the Kalman estimator operating on the error vector of equation (23). The

program calculates and prints the eigenvalues for the system. The program

outputs the error covariance matrix from MRIC (RKLMN) and the error covariance

matrix from MLINEQ (COVARX). A comparison of these two results indicates

the quality of the RKLMN solution. The Kalman section ends by requesting

a pointer for the next step in the computation. If the user desires,

one of the measurement sigmas or the tolerance for MRIC or the tolerance

for NLINEQ may be changed and the Kalman section repeated.

If the user chooses to go to the optimal control section,

the program calculates the optimal control based on the input Q, R, and ALPHA.

After the optimal control calculation, the program calculates and prints

the eigenvalues for the optimal system. The user is then allowed to change

Q, R, or ALPHA or to proceed to the covariance calculation.

This program will run on MFY or MFB.

B. PROGRAM COVARTST (cy = 3). (See Appendix B for a listing and

sample output.) This program includes all of IAKLMN (cy - 5). Additionally,

it has three more features.

1. The program substitutes RKLMN and COVARX back into equation (16).

The result should be zero and examination of the output matrices provides

a further indication of the quality of the solutions.
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2. The program forms the 12 by 12 system matrix DV for the

optimal system and the Kalman estimator combined. (See equations (17)

through (24).) This DV matrix is written on TAPE 7 and portions of it

are also printed.

3. The program forms the 12 by 12 input covariance matrix Q12.

The Q12 matrix is the input covariance matrix for the 12 by 12 system.

The Q12 matrix is written on TAPE 7 and portions of it are also listed.

COVARTST must be followed by EGNMLNl2, which calculates the

overall output covariance matrix and the -sigma of the error (xI - x4 ).

(This segmenting of programs is due to the dimensioning of Kleinman's

routines. It is not absolutely required because the 12 by 12 version of

equation (16) can be reduced to 6 by 6 equations. However, this approach

was the quickest path to an answer.)

This program will run on MFY or MFB.

C. PROGRAM EGNMLNI2 (cy = 5). (See Appendix C for a listing and

sample output.)

This program dimensions Kleinman's routines appropriately for

a 12 by 12 system. The program operates on TAPE 7 written by COVARTST

and calculates the eigenvalues and output covariance matrix for the

12 by 12 system. As checks, the eigenvalues must be the same and the

covariance out for the Kalman section must be the same (as the 6 by 6 case).

This program will run on MFY or MFB.

D. PROGRAM KRASTP (cy = 9). (See Appendix D for a listing and

sample output.) This program is a non-interactive version of IAKLMN4 for

the CRAY-I computer. Additionally, this program uses IMSL routine

DVERK to calculate the time response of the 12 by 12 system due to a

unit change in x3. The program also uses plotting package DISSPLA

to plot x1, x1 - x4, x7 (xI - xI est ) , and x10 (x4 - x4 est ). The

required input data is the last portion of the file.

KRASTP generates a Gould plot which is processed by the system

without further user intervention. KRASTP also creates a printer plot

which the user must process with METALIB routines CRAMET and DIRECT in

order to create a usable plot file. (The printer plot allows the user

to get a quick look at plots. The Gould always takes one night to

produce the plot and occasionally takes several days.)
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Program KRAXIIC is the same as KRASTP except that the system

is excited by an initial condition in x1.

Program KRAX7IC is the same as KRASTP except for a smaller

step size and an initial condition in x7 (x1 - x1 est
)

Program KRAXIOIC is the same as KRAXTIC except for an initial

condition in x10 (x4 - x4 est
) .

IX. RESULTS AND CONCLUSIONS:

The model for the single channel case was completed and tested.

The Q, R and for the cost function of Section VI were chosen to pro-

duce a system response near 500 Hz with a damping ratio near 0.707.

The selected set of Q, R, and are

.IE + 10 0 0 -. IE + 10 0 0

0 0 0 0 0 0
q= 0 0 0 0 0 0 (29)

-.E + 10 0 0 .lE + 10 0 0

0 0 0 0 50 0

0 0 0 0 0 .5E + 16

R = 1.05E -05 (30)

ALPHA = 47.0 (31)

For these values of Q, R, and o , the three controllable eigenvalues are

-2312 and -2231 t j2206 (see Appendix A, B, or D). The eigenvalues asso-

ciated with the turbulence model are uncontrollable.) The pair of qomplex

eigenvalues correspond to a natural frequency of 499.3 11z and a damping

ratio of 0.711. Further, if the sigma of the turbulence is 1, the sigma

of the error (x1 - x4 ) is 0.00527. (This value assumes that all states

are observable.)

The Separation Theorem (Reference 8) allows the Kalman Filter

calculation to be made separately. The set of parameters chosen to use

for system response studies is shown in Table 2.

SIGMAS

INPUT MEASUREMENTS

TURBULENCE x1 -x 4  x4  x6

1.0 .87E-4 .1379E-5 .E-8

Table 2. Parameter for System Response Studies
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This set of parameters yields the following set of eigenvalues.

(for MRIC tolerance of .2E-4)

Eigenvalues:

-573b ± jl3bO0

-13711 ± j5575

-252 ± j4.5b

Next, Kalman section was combined with the optimal control section

to produce the overall error (xI - x4 ) sigma of 0.02279 (see Appendix C).

Finally, the time response was calculated for various excitations.

Figure 2 shows the response of x4 due to an input of 2200 for u(3). This

input produced final values of I for xi, x2, x3 and x4 . Figure 3 shows

the error for this same case. Note that the maximum excursion is less

than b.E-4. For this same case, the estimated quantities track the

actual quantities with no error (see printout of final x in Appendix D).

The next set of time responses are for an initial condition

in x . Figure 4 is the response of x4 to this initial condition and

Figure 5 is the error response (x1 - x4). Again, the estimated quanti-

ties track the actual quantities with no error.

The next set of time responses are for an initial condition

in x10 ( x4 - x4 est ) . Figure b is the response of x4 to this initial

condition and Figure 7 is the error response. Figures 8 and 9 show the

estimation error for this case.

The final set of time responses are for an initial condition

in x7 ( = x1 - x1 est 
) . Figure 10 is the response of x4 to this initial

condition and Figure 11 is the error response. Figures 12 and 13 show

the estimator error. Note (Figure 13) that the scale for x4 - x4 est

is much smaller than the other scales.

All of these results indicate that the system response is

satisfactory for this particular set of parameters. Thus, further study

of this system is merited.

X UNRESOLVED PROBLEMS: During this research some problems have arisen

which remain unresolved.

A. Sensitivity to MRIC Tolerance

The dominant poles in the Kalman estimator are a function of the

tolerance used in subroutine MRIC (see Table 3). The input noise for this

case is shown in Table 2.
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TOLERANCE DOMINANT POLES ITERATIONS

.2E -4 -252.5 t j4.56 29

.4E -6 -157.8 ± j83.55 30

.4E -7 - 49.6 ± j39.1 33

.2E -7 - 34.8 ± j27.9 34

Table 3. DOMINANT POLES FOR VARIOUS TOLERANCES.

When most of these runs were made, that portion of the program

which calculated the error sigma was faulty. One approach to resolving

this problem would be to rerun the program with these values and observe

the behavior of the error sigma. The largest tolerance which produces

a stable error sigma should be satisfactory.

B. Sensitivity to Scale.

Examination of equation (27) indicates that all sigmas can be

multiplied by a constant without changing the Kalman estimator result.

However, multiplying the sigmas of Table 2 by .lE-5 and using the

default tolerance of .lE-02 resulted in MRIC running 89 iterations

and increasing the tolerance to 0.1 before convergence. In this case,

decreasing the tolerance decreased the number of iterations and

produced the same 4 non-dominant poles as the original input data of

Table 2.

C. Appropriate Noise Values.

The values of Table 2 were selected to give adequate system

response. The appropriate noise values are unknown. Further, even if

the noise values for one operture were known, the appropriate noise

levels for the higher modes is unknown.

XI RECOMMENDATIONS:

The results of this research indicate that this approach to mirror

control is feasible. I recommend that this research be continued. The

objectives of the research should include a test of the assumption that

each optical mode can be estimated separately.
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PROGRAM4 MAIN(INPJTOUTPUTTAPE5.TAPE&zOUTPUT)
C SINGLE CHANNEL CASE AUGUST 02 1410
C USES KLEINMAN"S ROUTINES
:USES 4RIC TO CAL:WAkTE KALMA'4 GAIN.

C Rr3UIRES MEASURE4ENT MATRIX 4 BY 6.
C USES MRIC TO CAL:ULTE OPTIMAL CONTROL&
C CALCULATES EIGENVALUES OF Z(=A-S*P)
C USES MLINEQ TO CALCULATE THE COVARIANCE OF OUTPUT X VECTOR*
C REQUIRES INPUT 14 FILE TAPE5 9 INPUT FROM TERMINAL.

lEAL X(&),XD3r(6),C(24) ,W(E,9),TE'9P(6,6),ZT(696).q(4,S3,P(6,4),
+ Q(6,6),S(6,E) ,C)41(6,6),COM2(6,6),COVARX(6,6jZK(696).A(6,6).
" AT(6g6),9(6),UNX1(b,6),RR(6),RIC6).QNMAT(696) ,SKLMN(6,&),
" HKLMINV(494) ,ZKT(696).RKLMN(696) ,RIOPT (696),iJPLSRSR(6,6)
EXTERNAL FCN
C3i4NON/FCNCO4/Z S,6),U(6)
COM4ONAd1/4O1qNIM9CD91
COMhION/MAIN2/CO!2
COMMON/INOU/KIN ,KOUTvKPUNCH

C THIS COMNON AREA IS REQUIRED FOR KLEINMANNS ROUTINES
DATA ONP9AT/36e0*/
DATA RKLMIdV/16*3./

NDI M1=NDXM.1

KIN=5
K3uT=6
K P JNC H=7
REWIND 5
WR I TEA 6,599)

599 FORPIAT(2X922HPROGRAKi= IA,LMNM4*CYS5 I

00 90 I1=1940M
19 READ(5,500) (A(I i)vJ~l9NIM)

03 12 I:IMD12oq
1REAO(5q50)(Q(I),J:1vNI)
REAO(3,500) ALPHA 9DIM
REA0(5s50G)(R 1911N

00 F3M9 =1S EA ATIXIS
90 60 I5900)1vvJ9IlM

12 1.O(950K 4Q1qJvN1DNIM

WIRITE (6,880)
Sao F3RMiAT(9tSE,'ITHE Ai MATRIX IS )

00 19 K=19NDIM

40 WRITE(6,610) ('(1,J)9J=19NDJMI

TOL4LIN219E-7
TOLMRIC:2*E-5

*(A( 1,2)*(A(192)#2s*A (2v3)))
C IAKL4NMA
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WRITE(699OO)S3vqTJ1B ,QNMAT(393)
900 FORIAT(,K,8HS3"TJRB:,E12*5v 3K9

*1591 Qt4MAT(395)z9EA12*b)
WRI TE(6,84?)SGMILSRSGM4M2,SGMM3

947 FORMAT (4X98HS3M2LS429E I2e593X,&ihSGMM2=9E12o59,3X96MSGNM3.oE12*5)
WRIYE C6,857) S3'IM

937 F3QMAT(4Xv6HS3M4= 9E12*5)
WRITE(69901 )TOLP LINgTOLMRIC

901 FORMAT(i*X,8HT3LPLIN:,El299vIOH TOLMRIC=9E1Zo5)
RKL?4INY( 1,1):1.ISGMILS4..2

q.(LMINFV( 3,3):1 ISGM493**2
R,LMINV(494) =1./SrMMA.2

C NOW CALCULATE P=4 TIANSPOSE*RKLMINV*
0O 53 I1,NDI4
DO 59 J=1,PiDI4
Tr-MP=Oe
03 55 KI,qDI4

55 TEMP=TEMP+Mt~tI.RKLMIJV(KtJ)
5i9 P(IJ)=TEMP
53 CONTINJUE
NEXT CALCULATE MT*RILMINV*M

33 3 I119I014
39 2 J:1,'dDI
TEMP=Oo
DO 1 K=19MDIM

1 TEMP=TEMP+P(ItK)*M(KtJ)
2 SKLMNI J I zE4P
.3 Z)3dTINUE

T3=0.

'I ITF3ASE=32
CALL MRIC(NDI'qATSKLMNQNMqATRKLMN.ZKTTOLMRICTS, ITOASE)

C THE KALM1A4 RICATTI EQUATION OPERATES ON A TRANSPOSE
% YIELDS THE TRANSPOSE OF THE CLOSED LOOP SYSTEM ZKTo

CALL TRA'4S2(4)IM,94OIMZKTvZK)
C THE CLOSED LOOP sysTEM MATRIX IS ZI(

WRITE(6,810)
RIO FO2RhAT(6X922HTHE KALMAN Z MATRIX IS

DO 87 I=110D14
67 WRITE(6qG10)(Z<(IU J)9J=1,NDIM)

CALL EiO0(ZKq3RlI9UNIT9O)
CALL MAT3A(NDIfq,4DIMRKLMqNSKLN,4TEM4P)

C FOR"S TEMPzRKLMN.SKLMN*RXLMN
CALL MADO1 CNOIM, '4DI MNMAT .TEMPOPLSRSR, ia

C FORMS OPLSRSRzQN4AT*RKLMN*SKL9N*RKLMN
C QPLSRSR IS THE~ 14PUT COVARIANJCE FOR KALMA'4 ESTIMATOR

611 FORMAT(9X92IJHTHE RKLMN MATRIX IS)
D0 69 1=19NDIM

CALL PREP(ZK,2PLSISRZKTCOVARK ,UNITTEMP)
WRITE (6,820)

820 FOR4AT(6Xq37HTHE COVARIANCE MATRIX AFTER KALMAN IS)
C RKLMN SHOULD SE THE COVARIANCE OF K AFTER KALMANI! 1

CALL MLINEQ(NOIMZKTTEMPCOVARKTOLMLIN)
03 69 1=1,9dD14

IAKLMNM4

74-29



SGMERR=SGRT(COVARX(l,1).COVARX(494)-2.*COVARX(194))
WHI TE('6,191)SGS'IR

37 WRITE(6,891)
891 FORMAT(4X95HE4TEq 9/94X9

" 18141 FOR NEW SG491LS4 9/,#Xs
" 1A142 FOR NEW SG4TURB 9/94X9
" 17H3 FOR NEW TOLMLIN 9/94X9
" 19H4 FOR 4EW TO.4'RIC 9I94X9
" 17H45 FOR 4IEW S6~42 9/94E,
" 16H16 FOR NEW SG'443 9/94xt
" 16H17 FOR NEW SG4M4 9/94X9
" 31H18 FOR OPTIMAL CONTROL SEGMENT )
READ..1 POINT
Ic(IPOIT.GT*9)G3 TO 99
GO TO (36938941,04947,48949939) IP")INT

36 WRITE(6,a51)
R51 FORMAT(6X,1OI4SGM1LS4=

READ' ,SGM1LS4
GO TO 31

38 WRITE(6,853)
355 FORMAT(6XlCHSGP'TURB=

REAO',SGl4TUR3
GO TO 31

41 WRITE(6,999)
999 )1MAT(6X9lO1T4LIN=

READ. ,TOLML IN
GO TO 31

44~ URITE(b,998)
99AR FORMAT(bXtlOHTOLMRIC=

READ' ,T3L4R IC
GO TO 31

47 dRITE(69991)
991 FORMATC6Xv81S^V42=

READ*9SGMM2
GO TO 31

48 WR ITE ( 6,909
9893 F3RMAT(6X,814S39M3=

R--D'0*SSMM'3
GO TO 31

49 WRITE(69849)
449 FCRMAT(6X98HSGMM4=

RE A D' SGMA4
53 TO 31

39 WRITE(69630)
S30 FORMIAT( 9X9 15HMTE B VECTOR IS)

13 WRITE(696q0)
690 FORMATC9X9I5ITHE Q MATRIX IS)

00 62 1=196
62 WRITE(6v610) (2( !,J) ,J:1 NDI4)
15 WRITE(6,670)ALPHA

670 FORM4AT(9X,99 ALP4A IS 9EI295)
16 RINV=19/R

wRITE (6,601)RINv
Sol F3RMAT(9XtslRpdVZ 9E12*5)

03 70 I1194314
DO 80 Jz1,NDI4
UNIT( IJ)=0.

RO S( IJ)=B(I)*RINV*B(J)
73 UNITUtI)=1 7-3
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C S=B*RINV.BTRANSPOSE
00 90 I:1,NOI4

90 AC! ,I)=AtII)*AL*HA
:T-IIS ALLOWS 4~4 UPPEI 9OUNO ON 44T FREG OF EACH SV

T3L4RIC:O*
:SETTING TOLMRIC.LT*1.E-15,RESULTS IN NftIC SETTING TOLX1.E-3

WRITE(6,730) TOLMITC
733 FORMAT(9X99HT3LMRIC= 9E12,5)

T3=0.
:SZTTING T3=0, ALLOWS 4RIC TO CALCULATE T3 INTERNALLY.

WRITE(69740)T3
740 FORMAT(9XAHTS= 9E1295)

ITBASE=O
: IF ITBASE=OMAXIT=30*N IF ITBASE.NE*0,MAXITMITBASE#N

WR ITE (6, 750) ITBASE
753 F0RMAT(9X,8HITBA3E= ,12)

CALL MRICe4DI4,ASQRK ,ZTOLMR CT3,ITBASE)
00 33 I11NDIM
ZC I.I)=ZC 1,1)-ALPHA

33 AC! ,I)=A(II)-ALPHA
CTH4ESE SUBTRACTIONIS CANCEL THE ADDITION OF STATEMENT 90.
INiPUTS ARE A*S,&2. )LDTPUTS ARE R<SZC=A-S*RK)

CP IS THE SOLUT10~4 T3 THE RICCATI EQUATIOI.
CZ IS THE CLOSED L003 SYSTEM WITH OPT S.Vo FEEDBACK*

WRITE(69699)
699 FORRAT(9X,3OHTHE 5TH ROW OF THE Z MATRIX IS
95 WRI TEC6,610) (Z(b.J),PJ=1,NI4)

CALL EGNO(ZoRR[ ,gUNITO)I'73 WRITE(697R0)
7AO FORMAT(9Xq5HENJTERv/99X,6Hl FOR COVARIANCE ,/,9X*

* 15M2 FOR NEW ALPHA 9/99X9
* 13H3 FOR NEW 0"S .199K
* 1244' FOR M4EW I

READ., IPO14T
IFI IPOINT.LT.1.Oq. IPOINT.GT@4)GO TO 99
GO TO C98,17923929)IPOINT

17 WRITE(6,782)
142 FOR4IAT(3X912HENT:-R ALPHA

READ' ,ALPHA
IF(ALPHA.LTo0e)G3 TO 98
GO TO 15

23 WRITE(69784)
784 F3RMAT(3X,3RHE'4T--R ROW&COL OF Q OR 0 0 TO EXECUTE.*

REA 0., J
IF(IoEQo0)G0 TO 13
IF(I.GToN3IM)GO TO 98
WRI TE(64o785) I.J

785 FORMAT(3X98HE4ITER QC11HIM9192H)
READ*,QC IJ)
3(J, ):O(I ,J)
GI TO 23

29 WRITE(6,786)
786 FORMAT(3X,8HENTER Rt

REAO. ,R
IF(R.LEoOo)GO TO 98
GO TO 16

98 CALL PREP(ZQ'I"At ZTCOVARXUNIT ,TEMP)
CALL MLINEO(N)lPZTTEMPCOVARETOLMLIN)

c IAKLHNMA
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WRITE(69792)
792 F3RMAT(9X122HTHE COVARIANCE OF X IS)

DO 4.3 I:1dOrM
43 WRITE(6,610)(COVARX(I ,J),J:1,NoIM)

SQERSRT (C3VAIX1,1).CO VARX(4,4) -2. *CO VA RX( 1.4) )
WRI TE(69791) S3'4EIR

?1 F0RFATC9X8SER= *E12*5)

URITE(69777)
777 FORMAT(7X,5HE4JTER9/9?xp

" 26Il TO REPEAT (ALMAN SECTION v/,TXo
* 35M,2 TO REPEAT OPTIMAL CONTROL SECTION9/,7X9
* 10143 TO EXIT
READ', IPOINT
IF(IPOINT.LTo1.Oi.IPOINT.GE.3)GO TO 99
GO TO(37973999)IPOINT

99 STOP
E NO
SU3ROUTINE EG1O( ZqRRqRI ,U4JT, IZERO)
C34"0N/MAINl/4JDI qNOIM1 ,Coqi
COMMON/MAIN2/0OM2
COM!40N/INOU/KI Nq3UTqKPUNCH
REAL Z(6q6)qRR(f),RI(6) ,UtJIT(6,6)
CALL EIGENJ(NDI~tZqRRRI ,UITvIZERO)
ARI TEA 6,769)

769 FOR,'AT(11X,9HIEA PART95X,24MIr4AG PART OF EIGE'JVALUES
DO 40 I=19NDII

40 WRITE(697T0)RR( I),RI( I)
770 F0R'IAT(9XE12.5*3X9E12*5)

RETURN
ENOi
SU.BROUT INE PREP( ZQN'AT ,ZTCOVARXUNITTE4 P)
REAL Z(696),1dMAr(696),ZT(696),COVARX(b,6),UNIT(696) ,TE71P(696)
00 40 I11b
DO 41 J=196
ZT(JI):ZCIJ)
COV AR X( 19J) =0.
UJNIT( IJ):0.

41 TEMP(rJ)=QNM4AT(IJ)
40 UI1T(19I)=l.

RE TUR*4
EVJ)
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PROGRAM= IR KLMM4, CY-5
THE A MATPIX I$

0. -. 22000E+04 .22000E04 0. 0. 0.
0. 0. -. 22000IE.04 C0. 0. 0.
0. -. 0 . 0. . IOOOOE+01 0.
0. 0. 0. 0. 0. 0.

S0. . -. OOOOE+1 0. 0.
THE M MATRIX-. IC

* IO0OOE+01 0. 0. -. 10000E+01 0. 0.
0. E. 0. .MTOOOOE+O1 0. 0.

0. 0. 0. 0.
. . . 0. .1I 00E1EO..

O.LOMTIRB= .I 00.E+I OrAT (3O.3 . .12 14OE.+
.t1L4= . -' .E- 04 7Grr2= I 3790E-05 3.1= .1 E+ E 02
RIM4= . 10l'OOE-0lS

TOLML It= . 1OQOOE-'L. TOLMF: I C= .200OnOE-04

RICCATI KOUI IN 29 ITERAiTI~ti:.-
THE KRLMA r Z MATRI;: 2I'S

-. 18678E+04 .47100E+02 0. .13164E+04 0. -. 55236E+0?
-. 46496-E +061i -. 22000E+04 .22000E+04 .46338E+06 0. -. 11194E+1E'
-. 14352E+07 0. -.. 22000E+04 .14346E+07 0. -.. e8916E+12

.18443E-03 0. 0. -. 50501E+03 .IOOOOE+O .33142E+ 02

.30157--E-0gl 0. 0. .. 378 OEt+OA 0. -. 5:3 17 6E +(4

. 92702E+00 0. C. -. 927 00E+ 00 0'. -. 32626E+05
RERL PRAT IMA; RFT OF EIGEVWALUE:'

-. 3.," .-E+f[4 1:3600E+05
-. .36.-:E+ 04 -. 1 - 00E+e'5

-. 13711E+ 05 .55753E+04
-. 137E+ -. 55753E+04
-. 5.51 E+03 .45 .6:'OE+01
-. 25251E+ 03 -. 4 5t:0E+01

THE RKLMN MATPIX IZV
.13782E-04 .35193E- . 10863E-01 .95895E-09 .12106E-06 .5523E:E-0,:
.35193E-02 .1 1094E+01 .43294E+01 .29989E-0: .41431E-a6 .11194E-06E
.10863E-01 .4:3294E l1 .25668E+02 . 1138OE-08 . 11464E- 06 .28916E-0'O
.95895E-09 .29989E-08 . 11 80E-08 .96035E-09 . 12129E-06 -.33142E-16
.121C6E-C'6 .41431E-06 .11464E-06 .12129E-06 .17947E-04 -.53176E-14
.55.-&3-E-0? . II194E-06 .28916E-06 -. 33142E-16 -. 53176E-14 .32626E-1;'3

THE C:VFPIAN C:E MATI:X AFTER ' KLMAN I:
.13782E-04 11.)E519.1E-2 06E-O 1 .59994E-09 60604E-07 .55238E-C'9
. 35193:E-02 I 1094E+01 .4:3294E+01 . 17703E-08 .20909E-06 . 11194E-06
.10863E-01 .43294E+01 .25668E+02 . 12882E-08 .15173E-06 .28916E-06
.59994E-09 .17703E-08 .12882E-08 .60026E-09 .60643E-07 -. 91899E-17
60604E-07 .20909E-06 .15173E-06 .60643E-07 .76588E-05 -. 11199E-14

.55238E-O? .11194E-06 .28916E-06 -. 91899E-17 -. 11199E-14 .32626E-13
:GMERR= .37123E-02

ENTEP
1 FOP N'E .;GMILC.4
2 FOP NE.W '.'GtT.J;E:
3 FO NEhW TOLMLIr
4 FOR NEW TOLMRIC-
5 FOP NEI.I CGMM 2
6 FOR NEl ZGMM.'
7 FOP NEW .Z>G'MM4
, FOP OPTIMAL CONTROL S:EGMENT 8
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THE B VECTOR IS
Q. 0. 0. . 10000E+01 0.

THE 0' MATRIX IS
. l i:'AE+lO O. 3. -. 10000E+10 0. 0.

ii. . 0. 0.O..

i O0 . O. 0. 0. 0.
- . I C00' E+ 10 CI. O. I000) E+I 0 0. 3.

0. 0. 0. .50000E 02 0.
ft. . . 0. .50000E+16

ALPHA 1:0 .47000E+02
p I tV= 5# .-952 238' E + 05-9

TOLfIlC= 0.
T 3= 0.
I TEACE- 0

1 A, 6"'.: 6 OF RrfA?* 3

IC:RTI -7OLN 11i 14 ITERATIGIHi
THE 5TH ROl, OF THE Z MATRIX IS

I C9-:J+O .P,'98E+06 .8452EEA05 -.20247E+08 -.67745E+04 .22763E+11

PERL PART IMaG PART OF EIGENIVALUES
.. 3 3E+ 04 .- 063E+04
. 231:3E+04 -. 22063E 04
-. -:3119E+A4 O

-. 47 0:I'-E+. '  0.
-..*': 000E+':'4-. :-' := ,E + 14

~El TEP'

I FOP, COVARIFihCE

iFOP. HEW ALPHA
F POP FiEd CL'74 FOR NEW P I

THE COYRIftICE OF .I S
i i00 0E+lftI .I O0E.') 5 05'30E+ 0 .10006E+1 .7 12l47E+00 .12059E-05

i cm u00E+'1 ..41 07E+02 . 24107E+02 .98552E+00 .10970E+04 .14953E-04
.5 fI5":fE- iI ~.24107E (' .48e14E 02 .48688E+00 .10711E+04 .83711E-05

1006E+Ol .98552E+00 .48688E+00 .I0013E+01 -. 17211E-10 .1,059E-05
* lt4cE+-,: .0970EE04 .10711E 04 -. 17lIE-10 .5IJ?7E+0, .67526E-03

1 0':,E-05 .14953E-04 .837 1E-05 .1Z059E-05 .67526E-0", .15466E-10
: G 1-1E P'F= .5Z:722E- 02

ENTER
I TO FEPERT :RLMHN :ECTIOli
a TO REPEAT OPTIMAL CONTROL SECTIOIN

TO E,:'.IT 3

".TOP
-47 -P -ECONWEC7• EXECUTION TIME
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PROGRAM MAI(INPUTOUTPUTTAPE5,TAPEfi:OUTPUTTAPE?)

C S14'36-.E CH4.EL CASE AUGUST 12 1114
C JS7S KLEIPMAN*S R)UTI'4ES
C USES MRIC TO CALCULATE KALMAN GAIN*
C RE3UIRES MEASUREMENT MATRIX 4 BY 6o.
C USES MRIC TO CALCULATE OPTIMAL CONTROL.
C CALCULATES EIGE.AVALJES OF Zt=A-S*I') /
:USES ILINEG TO C4LCJLATE TH4E COVARIANJCE OF OUTPUT X VECTOR.
REOUIRES INPUT 14 FILE TAPE5 & INIPUT FR3'l TERMINAL*

C OUTPUTS THEf Dd 9 G12 MATRIX ON TAPE7o
C ?4UST BE FOLLOWED BY EGNMLN12o

REAL X(6),XDOT(E) ,C(2'.) W(6,9), rEMP(696),ZT(696),M(,.6),PC6,,),
+ 9(696) ,S ,6),C3'11(696),COM2C6b) ,COVARX(6,6i),ZK(6,6),
+ A(6,o),e(6),JNIT(696),RR(6),PI C6),QNWAT66),SKLMN(6,6),
+ Z( 696),U(6) ,1KLMINV(494),AT(696),ZKT(696),OV(12912)9Q12(12,12),
+ qKoPTCB,6) ,RKLP(S)VQPLSRsR(b,6)
COMA4ONI/AIN1/NDV4,NOIM1 ,COMl
C 3M 4 0'J1MA I l2 /CO M2
COM"0N/I43U/1IN ,(OUT9KPUNC4

: TIS CIMMON AREA IS iEQUy9ED FOR KLEINMAN-S ROUTINES
DATA GNMATI36i'O./
DATA RKLMINV/16*O./
DATA nV/144*O./

NDJ'M1=NDIM*l

IJ-4 LF =4 V/

NHALFI:NHALF.1

K 1.145
KOIJT~o
KPUNCH:7
REWIND 5
91I TE (6,599)

599 FIRMAT(2X927H2RC3RAM: C3VARTST ,CY=3 )
DO 10 I:INDIq

IC REAO(5,30)(A IJ)9J=1,NDIM)
500 FURMAT(iE12*5)

READ(C "500) (XC I)vI=19N)

REAu(C5,500 ) UC I), 1,N)

9 PEADC5,!)0O) (MC IJ)qJ=19NDIM)
00 12 I=lNDIM

12 READ(C595U.)(O( I*J),J=1, NODIM)
READ(59500)AL2HA
READ I59*03) R

WRITE(69600)
601 ICR'4ATC9X,'15HTHE A MATRIX IS)

3J 6G I1,1NDI'!
13 19 K=:194314

610 0ORMAT(bC1AE12e5))
C COVARTST
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WRITE ( 688O)
9RO FORMqAT(6xt15HTHE M MATRIX IS)

TOL MLI 1*4=2 . E-*5
TOLMRIC=2.E-5

31 O"IMAT(33)=(4.*( SGMTURP*a2) .A(2,3)* (A(192)*A(2,3) )..2)/
" (A( 192)*(A(1,2)+2.*A(2,3)))

WRITE (6900)S3TJR3UP4AT(,.3)
300 FlR4AT(4XvIHS54T JR8=vE129S, 3X9

" 13H QNMAT(3,3),9El2.5)
WRI TE(6,S47)SGM1LS4,SGMM2eSGMM3

'i47 FORMAT( x8SML4*l*9X6SMM=E~539HGM=E25
WRITE (6qa37)S3MM4

337 FJR14ST(4.X9SHS3MW"4: ,E12*5)
9RI TE(CEq9OI) T3LM-14TOL4R~IC

901 F)RM'A T(4XI8HTOLFPLIN:,El2o5 ,1OI TOLMRIC=9El2o,)

R(LAIV(292)=lo/SCMM2**2
q(4IqV(393 )=l./S59M3**2

C JOW CALCULATE P=4 TIANSPOSEtqR(LMINIVe
03 53 I11NDI'l

3) 55 K(:19DT4
55 TE'-P=TE4P,'!((, ) *RKLMIJ4V('(J)
59 P(19J)=TE1D
53 CONITINUE

C %.EXT CALCULATE MT*R<LMINV'!4
!1) 3 I=1,~oI'q

D. J=1,gIj:II

DO 1 K(:19"DIM
1 TE4P=TE4P+P(IK) ."(KqJ)
2 SKLMN(IJ)TE4PI
! C3JTI'NUE

IT3AS-':=32
CALL MRIC(NDI14,ATSKLMN,)'JM*TRI(LMNZKTT3LMR ICT3,IT3ASE)

T T4E KALMA'i RICATTI 7-GUATION 'PERATES ON A TRANSPOSE

C I. YIELDS THiE TRA',S'3SE OF TrE CLOSED LOOP SYSTEM ZKTe
'ILL Tq4AJS1(4#Z<TZ<)

:TH4E CLOSE] L30P <AL4A%4 SYSTE" MATRIX IS Z'(
WITE(69R10)

4~10 FORMAT(6X922HTHE K(ALMAN Z MATRIX IS
Do 67 1=1,NDI4

S7 wI TE (S660)(UKfIs.J) ,J1lqd")
CALL "AT3A(4'J~JR(L"N.SKLM~dTMP)

C FIRMS TEl1P:RILMN*SKLMN*RKLMN
CALL wAD01(NoiCVdATTEMPGPLSRSR,1eI

C CIJR'S GPLSRSR=: NM4AT .RKLPtJo 5KL.*AI .RILMPJ
C OPLSRSR IS Tr4S IjPUT COVAR IAiJCE MATRIX FOR KALMAN ESTIMATOR*

w I TE (b# 6C )
SOT FIRMAT(9X922HrME 2PLSRSR k!ATRIX IS

03 7Q I110%

CALL EC4O(Z(,RRqRI ,UNIT,03
- COVARTST
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Wi tE(6,601)
301 FORMAT49X20H4THE RKLMN MATRIX IS )

DO 69 1=19N

WRI TE(6,604)
S04 FORtMAT(9X,30HZK*RKLMN.RKL'"J.ZKT.QPLSRSR IS)

CALL CVRTST (4<LM'4ZKZXT,92PLSRSRTE4P'i)
C FORNS TEMP=PZK*RKLMN.R9(LMN*ZKT+QPLSRSR

32 CALL PREP(ZK,.iPLSRSR.ZKTCDVAqE ,UNITTEMP)
C PREP SETS TEM4P=QOLSRSR 4 ZKT:ZK.TRANSPOSE.

WKITE(6,320)
320 0711AT6C,374THE CDVAR1AWE 44TRIX AFTER (ALMA.4 IS)

C RK SH4OULO dE THE~ COVARIA.VCE OF X AFTER KALMA'4!!!
CALL MLINEI2(NO[PqZKTTEMPCOVARXTOL4LIN)
DO fig IZ19NDIM

69 WRI TE(6,610) (COVARX(1.J),J=1,NDIM)
SSERRSTCVAq(11)CCVARX(44)-2.COVARX(194))
WRI TE(6, 791) S34LIR
(I TE (6,96G5)

605 FORMAT(9X,32m9ZK*COVARXeCOVARX*ZKT.0PLSRSR IS
CALL CVRTST(COVARX, ZI( ZKTOPLSRSRTEMPN)

C -- RP4S TEMP=ZK*COVAkXC0VARX*ZKT.GPLSRSR & lUTPUTS IT
37 WIITE(6,891)

8Ql FORMATI4X,5HEJTEl 9/94W9
" 16HI FOR NJEW SG41LS4 9/94X9
" 1AH2 FOR 4JEW SGOTURB q,/,4XI
" 17H13 FOR NEW TO.PiLIN 9/94X9
" 19H14 F3R 4.EW TO.4R!C 9/94X9
" IIH5 FI)R NEW Sb6Al2 9/14X9
+ 16146 FOR NEW SCAM53 ,/94x,

" 16HI FOR NEW SG4M4 9/94X9
" 31h8 OCR OPTIMAL CG4TROL SEGMEN7 I
REc*., I 1NT
1--(IP0I'dTGT*S)G3 TO 99
G~) TO (3693I4'1,447948943939)IPOINT

351 FORMAT(6X,1CI4SG1~1LS4=
REAO',SGMILS4
GO TO 31

38 WRITE(6953)
853 FORMAT(6X,1OMSGrMruRB=

READ*gSGMTURB
GO TO 31

41 WRITE(6,'i99)
399 F3RMAT(6Xl04TL4.IJ:

RE A.),TILML IN
GJ TO 32

44 URITE(6,999S)
98 FOR'qAT(6X-910MTOL4lC=

REAO.,TOLMRIC
GO TO 31

47 WRITE(69991)
991 FORMAT (6X s8Sir4?M2=

REAO**SGr'M2
'GJ TO 31

4R WRITEc6,969)
)493 F0RMAT(6X8HS3PP3:

RE-AD. ,SGFIM3
GO T-) 31

C COVARTS'
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49 WRITEC6o849)
9 FOR"AT(6XhHS34M4= 3

READ.,S694M4
GO TO Sl

39D uRITE(6,63C)
i30 F)RMAT(9X,l54THE 3 VECTOR IS)

13 WRITF(69690)
*)qj FOR&"AT(9XvlbHTHL Q MATRIX IS)

15 WRITE(6,6 1O)A-PHA
673 FORMAT(4X99H 4L 14A IS 9E1295)
iS RINVl1./R

W RI T E(6, 603)R IrJ V
bC3 FJRMAT(9X96HRI'lV= sE12.5)

DO 70 I1,N014

UNIT (I, J= 0.

70 UNJIT(II)1l.
C S%*P*RINV*PTRA'JSPOSE

90 A!,! )=A(II)4-AL3-AA
THIS ALL)WS' 44 J3'Pl~ 3C'JR'') ON NAT FREvj 0 EA:-4 SV

TULM'lIC: 0.
C SETTTNG TOLM9IC.LT.1.E-!)&qESULTS IN 14R1C 'SETTINIG TOL=1.E-3

oRI TE (6, 730) TJLmR IC
730 F3RMAT(9-Xs3HT3Lo'IC= ,E12*'")

C S-:TT~IG T3=0. ALL'rWS RilC TO CALCULATE T3 INTERALLY.
W11TE(6I914)TS

74G -- R4T(9X,4r4TZ= IL 1 2
.b)

1 TBASF=G
Ir IT9ASE0'AXIT33+V~ IF IT3ASE.NE.9MAXIT=IT3ASE+4

753 F.RMAT(9XPHIT2ASE= 912)
CALL "RIC(.NDIMASQRP(0PTZT3L4R ICT3,ITBASE)
00 33 I=19NUIm

33 AI ,)=A(II)-AL-4A

CT 4CSE SU3lTlAZTIQ'S tO'CEL THE. AO)I1I)Di OF STATEV"%JT 90.
C 14PUTS 6RE Aqqv OJTPUTS ARE oK%Z(=hSkr(K)
C RK IS THE SOLUTI)N T3 T'WE RICCA~TI E')U.ATIONe
C Z IS THiE CLOSED LOUD SYSTrm wITH OPT SoV. FEE0AC~e

wRI TEC 66f )
699 F'R4AT(9X930.4T-E : TH ROW )I- THE Z 14ATRIX IS

CALL E3NO(Zi~Rig .UNIT,0)
73 wRIITE(69,QJ)

7aD F,)RMT(9Xq'5NENTl/9Vl6-l FOR CDVARIA'4CE 9/*)Xg
* 15142 FIR -64E AL31A ,/,9*9
* ISH3 FOR NE O"S 9199X9
* 12H4 FOR NE4 R
0EAO0.,I P01NT
IF( IP)INT.LT.1.c .*IPOIAI1.GT.4)C 0 T 9
Gi TO (9891192j,2)1POINT
C3VARTST
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17 URITE(6,182)
782 FIRMAT43X9I2HENTSR ALPHA)

READ',ALPHA
IFIALPHA*LT9O.)&3 TO 98
G3 TO 15

2.3 WRITE(6,784)
7R4 FIRMAT(SX93894ENT-- ROW&COL OF 9 OR 0 0 TO EXECUTE*

READ', I J
IF(IeE(Q.0)G0 TO 13
IFCIeGToN~10I)3O T3 98
WRITE(6,735) IJ

7R~5 F3RMATf3X~ht$EVTER V(,11,1H,I192)
READ* olt I,9J)
Q(Jo I):Q( Ioj)
GO TO 23

29 JRITE(69786)
786 F JMAT(3X98HE4dTE R

READ' ,R
IF(ReLEeOe)G3 TO 98
S;O TO 16
CALL PREP( ZQ4MAT, ZTCO VARXUNI TTEMP)

98 CALL .LINEO (N14,ZTTEMP,:3VAR~,TOLMLIN)
UR ITE (6, 7-)2)

792 FJRMAT(9X922HTHiE COVARflANCL OF X ZS)
DO 43 I11NDI4

SGMERR=SQRT(C3VAIX(1,1).CJVARX(494)-2.*CZJVARX(194))
WRTE(69731)S314ER

791 FORMAT( 9X(,HSGPMERR 9L12.5)
I ~ 'JRITE(6o ?7l)

777 FIRMAT(7X,5HENTFR9/v7X9
26HI TO REPEAT <ALMAN SECTLJ41 ,/,7(,

" 35H2 TO 4EPET )PTIMAL C0'4TPJL SECTION,//IX,
" 28H43 T9 WRIT-- O4 & (112 01 TAPE?
READ', IPOIN~T
IF(IPUINT.LT.1.u0. IPOINT.GE.4)GC TO 99

GO TO(37,73951)IP3I4T
zT-IIS SECTI3m FUJR4S THE DV & 312 MATRICES FOR OP'T SYSTE4 ESTIMATOR*
:UPPE4 LEFT OF DV IS THlE CLOSED LOOP OPTIMAL F4ATRI~(.

C UPPER RIGHT OF OV IS -RKT&
C L3WER RIGHT OF DV IS THE CLOSED LOOP K(ALMAN~ ESTIMATOR*
C THE UPPFR LEFT OF 012 IS THE GNMAT MATRIX*
C T4F UPPER RIGH5T JF 312 IS THE 3NMAT MATRIXo
: T-4L LOWER LEFT Jr 012 IS THE O0M.AT MATRIY.

THE L'IWER RIGHT IF 212 IS THE QPLSRSR MATRIX.
C ALL OTHER AREAS IN )V REMAIN ZEROS.

131 DO 10C I1,1NHALF

IIHALF:[ *NHALF
13 110 J=-1-p4rLF
JIH'4AL F: J+*NHAL:
G12( IJ)=Q'JMAT( IJ)
012( IIfrALFJHALC):QPLSRSR(1,JJ
912t[qJNHALF)=QN4AT( IqJ)
G12(INHALFqJ)=GNlAT(Ij)

: 93.T4 312 & GMJMAT AR:- SYMETRIC
TMP=Z( IJ)
DV( I J):TM4P
DV(I ,JNHALF)=A( I*J)-TMP

110 OV(INrlALFJNrALF)=ZK(IqJ)
100O CONTIM4E
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wRITE(6982fzd
826 FORMAT(9X,35HThF UPPER LECT OF THI: OV MATRIX IS)

nl3 140 1=1,NALF
140 WlITE(696I0) 0V1 jj:1.=INALF)

WRITE (a6 27)
327 F'3R.AT(9Xq36HTHE JPPEI RIGHT' IF TH'E Dv MATRIX IS

0') 150 I=lNHALF
150 wRI TE(I,61J) (JV( IJ),J=NHALF1,U4OV)

')0 12J 1=1,NDV
12U iAI TE (1,838) ()V U ,J) ,J=19'DV)
333 FORMAT(12E1295)

D0 130 I=lNOV

URITEC 6,824)
324 FOR'4AT(9X934.Ttr 11TH Rog OF THE DV MATRIX IS

WRITE(69P25)
925 FOR14AT(IX5NTME 11TH ROW OF THE G12 MATRIX IS3

WRI TE(6, 610) ( 12( 119I)9,I11NDV)

4?3 FDi4ATt3X,3-PD6~ PROCESS TAPEI WITH EGflqLN12o
99 STOP

SUBROUTINE EGN0( !,i48,RIUNITIZER0)
COMMON/MAIN1/NDi 'IN0114,CC'M1
C0O4NP%4AI3J2/COM2

CALL EIE(O qI~RIUlqZER0)

WRI TE('f, 169)
7&9 FJR4iAT(11XtQHRr'EL PART95X924HIMAI PART 09 EIGENVALUES)

fl1 40 1=1,IwDI4
40 mUl1TE(6v77nfliI~()9RI(I)

770 F3R'4AT( 9XqEl2.b,3XE12*5)
RETURN
E0N!
SUBROUTINE ?RE-P(Z. 2NMATZTCOVARXUNITTEIP)
REAL Z(6,6) ,)NMAT(6,6),ZTC6,6),CUVARX(56),UNITC6,6),TEMP(696)
00 40 1=1,6
00 41 J=196
ZT(J, I)Z( IJ)
COVARXi(IJ)=O.
Ui41T( IJ)=0.

'TE'P(IJ):=2JMT I J)
40 UNIT(II)=l.

RETURN
E ' 0

C COVARTST
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SUBROUTINE CVRTST (RKLMNZ~,ZKTQPLSRSRTEMPN)
REAL RK,(6q,6,1,(6,6),ZIT(66),PLSRSR(6,63,TEM4P(6,6)

COMMOWJ/?AIN2/COPk2
C3'4M0N/IIIOU/KINKOUT9KPUNCH
CALL EaUATE(T7'lP90PLSRSRtNgN)

SETS TEMP=GPLSRSR
C4LL '!JLS(lLlNZKTqlvIv49TE!4P)

:FO)RMS TEmP=RKLM4*ZKfTEMP
CALL MP'ULS( ZKqR(L4NPNNNTEMP)

C FORMS TEmP=ZK*RKLMPJ+qILMN*ZKT#QPLSRSR
C TEIP SHOULD BE CLOSE TO ZERO IF RKLMN IS THE COVARIANCE MATRIX

03 7s I=1,N
76 hilITE(6,6i10) (TE43(IvJ)J1d)

RETUR'J
E JO
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PROGRAFMs COY4PTIT C Y=
THE A MATP'IX- 1:

.7100E+02- .471 00:E+02 0. is. 0. 0.
0.-. aEi6i0E+04 .22000IE.04 0.. 0.

'. Ci. 22-. ( a OE +0(4 0i. o. 0.
is. C. 0C. * 10C000E*01i 0.
is.0. U.A.C. 0.

10 0(:CE +:01 (1. 0. 0.0:ll:Eil '.

THE M1 MAT;?:: Ic

0. . . 10000. 011(I.

I) CI.1.1. 0. 0s A 1 ) CI~~iE4 1:11
LMTLFP= *I 0C'')')E+(' C-[IMAT $. '= . E

LGM1LC4= .87f'CfC'E-04 G'mma= 1 -,79OE -0(15 GrIM I .1 0 CO'E+'I-:
L Mr14= (I (Ii:: ':E - A.-

TOLML 1 4= . 0C' imC':'-6(4 TOLMF IC (I k. AE C'u - f:

Fl' LHTI OL14 HIN. ITEFATIONU
THE IHLmHri MfRTF I:: 1:

1~-7 -E+''4 .4710 O'E') . 1 -:I1r4E.''4 1-:. - *c. :E

4i,''1 *E ''I.1 '' E+'' H.

THE ''FL F:F tlF'TF1> I-

.;*c44E+'',- 141 - :E+1'' . 44cIE+1.'- -
4 4

-E--'' -51 C'1 EE- .l t IEF-'
17*.'-e 17.1~ .E +I 1, .5-t- 1Oa-4- 7~E' 1 '.E7E-'1l

*4.E.3:I E -' :47~ 1 - . 1fi:I 7E - iI4 .4: 4E -I I -. tIS1 -)4 -1,41

PF iL F 4-F T Il-Mw; PF4T OF ElEN 'kEtL'JE

- -- E 4 .1 :r -E1E+ll4 1 - '-
1 711E-e" *.

4 .-t

THE F4 LMll lMF 1

* a TE-'' .41: :E'- .144E-'. 1,;, 1 E-'-- I 17- 4-4 . 1 E - 1
.5 E-'- ;11E.4-- &:BE-. 14 E -1 -." 7E1 .$c.-

*I LII+ -.4:, Z-t.* 1, -C' L : F : F i:

I a Efit -1,-7~.~7:.I 4 E-'. - 14.4ElI ''11'- -'--- ---- E-'t 2a;Et . 1cI4 I 7,4 E- 517t-E-I

'E 11 -4 E-"-t Z:-- " :E - :-4-4E-"= -4c '4,E-''-

*1 4E-'4-, .::7w''mII4 E- - 4 '4 E''- E '
F4: 5E o 7.- - 1- -11 14;E 1 ''1 1 .n~~1 - 1 -E-l

T4,!, 'l-l- 0:- HF IMI EE -l.T Il cFE 44 LlI EI- 4 -

4 -::.-E-''' 14:-14E-,, .154-,4E-1.11 - -,4-4.- 1 ~ l
"N'5 E FF : - I E- 'K 7 - lIt7 ,-

TH 0 CM r~ *i T HF * TFLF APl I-
F 1 1 -''E 1 (1-i.3':'-11 14 EI I-IE -.--- -

c...- F 11 1 -..e-E " * 4 i:E-'' 4 '77 " 1 1 E- - - *

5 ", iiE 17-'E-11- :£47E-,,-I' -EE-7--
.1:~tI4E- 1 4"" II -. &5F- -fttit4E-7- - -: 4E-1 - II 1-1.

I I 14 E F - -L - I :lE-' 17 11 ;-:,E - 14 1 4c ?

-oO ; CF *c2F- T->..F-F-4 E I I44-~. 4:
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THE B VECTOR IS
0. 0. 0, 0. .10000E+O1 0.

THE 0 MATRIX IS
.IO000E.10 0. 0. -.IO000E10 0. 0.

0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0.
-.10000E+10 0. 0. .10000E+1O 0. 0.
0. 0. 0. 0. .50000E+O? 0.
0. 0. 0. 0. 0. •50000E.1'

ALPHA IS .47000E+02
RINV- .95238E+05
TOLMRIC = 0.
T3- 0.
ITUASEs 0

GRAMMISr IS 6X 6 OF RANF 3

RICCRTI SOLN IN 14 ITERATIONS
THE 5TH R061 OF THE Z MATRIX IS

.19930E+08 .21298E+06 .84523E+05 -.20247E+08 -.67745E+04 .227.E+11
REAL PART IMRG PART OF EIGENVRLUES

-. 22313E+04 .22063E+04
-. 22313E+04 -.22063E+04
-.23119E+04 0.
-.47099E+ 02 0.
-. 22000E+04 0.
-. 22000E+04 0.

ENTER
I FOR COVARIRNCE
2 FOR NEW ALPHR
3 FOR ME.I Q-S
4 FOP NEW P

THE COVARIRNCE OF X ISS.10000E+01 .10000E+01 .501530E+00 .10006E+01 .71247E+00 .i;" 9E-i5
.10000E+CO1 .24107E+02 .24107E+02 .98552E+00 .10970E+04 .1495-5E-f(.-

.50530E+O0 .E410,"E+O.? .48214E+02 .49688E+00 .10711E+04 .83711E-:-

.1006E+01 .98552E+00 .48688E+00 .10013E+01 .39671E-09 .120"-E-0L

.71247E+00 .10970E+04 .10711E+04 .39671E-09 .52217E+05 .67526E-'$
* 12059E-05 .14953E-04 .83711E-05 .12059E-05 .67526E-03 .1546 E-1I1

SGMERRS . 52722E-02
ENTER
I TO REPEAT KALNAN SECTION
2 TO REPEAT OPTIMAL CONTROL SECTION
3 TO WRITE DV g 012 ON TAPE7 3

THE UPPER LEFT OF THE DV MATRIX IS
-.4100E+02 .47100E+02 0. 0. 0. 0.
0. -.22000E+04 .22000E+04 0. 0. 0.
0. 0. -.22000E+04 0. 0. 0.
0. 0. 0. 0. . 1000 E+01 0.
.19930E+0S .a1298E+06 .84523E+05; -.20247E 06 -.6774%E+04 .22763E+11
.1000E+01 0. 0. -. IO000E*0i 0. 0.

THE UPPER RIGHT OF THE DV MATRIX IS
O. 0. 0. 0. 0. 0.

. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0.

. 0. 0. 0. 0. 0.
-.19930E+08 -.21298E+06 -.84523E+05 .20247E+08 .67740'E+04 -.2276-E+1I
0. 0. 0. 0. 0. 0.

THE ITH ROI-, OF THE DV MATRIX IS
. . 0. 0. 0. 0.
.3015 3E-01 0. 0. -. 63780E+05' 0. .53176E+-.4

THE IITH ROWl OF THE 012 MATRIX IS
0. 0. 0. 0. 0. 0.
.57809E-04 -.51012E-03 -. 17926E-02 .61251E-04 .773.6E-02 -. 1926E-,-
NOWl PROCE'.S TAPE7 WITH EGNMLN12.

STOP
9.115 CP SECONDS EXECUTION TIME

COMMAND-
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PROGqA4 4AI~'J#'lTOUTPUT TAIFE5qTAIE6OUTPUTTAPE7)
C SINIGLE CH4ANNEL CASE AUSUST 12 1341
:USES ALEINMA'IS iourlIES

C fPERATES ON 12 BY 12 14ATRICES WITH MLINEQ & EIGENe
C 14CLUDES X AND X-YEST IN THlE X VECTOR.
C CALCUJLATES kESP31SE DUE Tl IVflTIAL CONDITION*
: CALCULATES EIGE4VALJ:-S OF DV 4ATRIX( OPT14lAL SYSTEM & KALMAN EST)*
CUSES MLI~iEt TO C4LCJLATE THE COVARIANCE 3F OUTPUT X VECT~ie

C RI-2IIRES INPUT V4 I-ILE TARE7o

*RR12(12),R[12C12) ,UNITl2(12.I2).TEMP12(12912),CO'sAR12(12912),
+ C(V9112912)vZOw4 12,12)
EXTERIJAL FC'4
C0O'l)/FCNC')m/DV(12v12) ,U(12)

COMON/AlAIN2/CV42
CIM.AON/I NOU/( IN Q PUTqKpuNrH

C THIS) C32a-43 AkEA IS 1EQUIRO FOR KLEINMAN"S RUUTINES
JATA 3V/144*0./
DATA 'JNTT12(1l, 12)/144./

NHALF=N/2
'YiA LFl=,qHrALFl

NO I All =No Le*
K IN:,
KOUT~o
KPU'JC H:

599 F MiAT(2,(2bt4'K0.!AM: EG'4'LN12 qCy: ,)
00 1232 1=19N

i10 F RMAT(12E12*5)
12 136 1=194

922i FORMAT(9MXi3lr'HE JPPEJ LEFT OF THE DV MATRIX is
DO 14n 1=19NNkLF

14C .4NITE('3 9 6lI(JV( IqJ)J1NHALF)

cA27 FO'AMAT49X93bHT4E JOPER RIG-HT OF THE Old mATRIX IS )

01 Ib E (9NH3%LF

150 WRITF(69610) ( )V( IJ)JNALF1,94)

WRI TE0f6.A29)
029 FlRMA TC9A*3eTw-~ LIWER LEFT OF THE DV MATRIX IS ZEROS*
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Mq ITE(69831)
931 FORMAT(9X95U0H4 UPPER LEFTUPPER RIGHT,& LOWER LEFT OF 912 IS

00 170 I=19NIALF

WRI TE(6, 932,
00 180 I:=J$ALF1,'J

1S0 WRITE(69610)(312( IJ),J=NHALF1,N)
R32 FORMAT(qX,37HTHE LOWER RIGHT OF THE 012 MATRIX IS

CALL EGN012UJPVRR12,8112,UNIT12,I ZERO)
CALL TR44S2(NdN,)V,0VT)
CALL EGOATE(TEPP1292129JN)
TOLMLIN=1.E-7
CALL MLINEI(NDIP',DVT.TE?P12,COVAR12,TULMLIN)
WRI TEC6ds4)

53 FORMAT(9X942HTHE UPPER LEFT OF THE COVAR12 MATRIX IS

190 %IRITE(6,o10 (Z3V4Rl2( IJ) ,J:1,'HALF)
WRITE (6,835)

835 F3R.NAT(9X9434THE LOWER R15HT QF THE COVAR12 MATRIX IS )
00 201 I=NHALF1'4

201 WRITE(69610) (OVkR12( IJ),JI'JrALF1,N)

B36 FORMAT(9X,'.2MTHL LIWER LLFT I3F THEF COVAR12 MATRIX IS
DO 210 I:=JHALF1,pN

210 URITE(6,610) (212(IJ),J=INHALF)

937 FORMAT(9X931ITHE COVAR12 NATRIX IS SYMMETRIC )
S5MERRSIT (C)VAUl2(l91 ).C0VAR12(494)-2.*COVAR12(.,l))
jqlTE(b, 731)Sml

79,1 F3RMAT(9X,8HSG3MLRR= 9E12*!:)
99 STOJP

SJ3ROUTIN:-'E3.12(NV RRI2,RI12,UNITl2, IZERO)

REAL DV(12912),PU12(i2) ,RI12(12),UNITl2(122 12)
00 30 1=1,PN

30 UNIT12(1,I)S1.
CA.LL EIGE'4(N0!;, )VRH12,RII2,UNTT12,IZERO)
dRITE(69764)

769 FOR?4AT(11A,9HREAL PART 95X 92#414AG PART CF EIGENVALUES
03 40 I119N

40 URITE(b9770)RR12( I) RI 12CI)
770 F3RMAT(9XE253XE12*5)

I.ETURN~

73NMLN12
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CC PROGPAM- EGNMLHIZ ,CY-5
THE UPPER LEFT OF THE DV MATRIX 1:Z

-. 471'1E+i2 .4" 10('E+(%2 0. 0. O. u.
-. 2000E+04 .22000E+04 0. 0. 0.

0. 0. -. 22000E+04 o. o. O.
0. 0. 0. 0. . 10000E+01 0.

.199 3.E +: .21298E.06 .84523E+05 -.20247E+08 -.L67745E+04 . 76".':E I I
100((E+(,1 0. 0. -. 10000E+01 O0. 0.

THE UPPER RIGHT OF THE DV MATPIX I
. U. . 0. 0. 0.

.. 0. 0. 0. 0.
0. 0. LI.0.0.0.0. 0. 0

-.19- "
"E: . - : -.al 8E~- 1.45E.Ea+05 .2047E+08. .- 745EE+4 -. , :Ez I I

.. 0 0. 0. r.

THE LOllEP FIGHT OF THE DV MATFI:: I:
-. 18678E+04 .471 1::'E+i." 'I. . 13164E+0C4 (I. 55E "';E
-. 464(6E+). - I (':E + .4 .a2 (1 'E+I( 4  

.46" ":ESE+ . C. - .11194E+12
22-. 140:5aEi 7 :. . (1... :i'E +(14 . 14-46E+ 67 ':. -. 28:11 i-E +I-

* 1844-:E - 1:1' . 5" 05 " I E+ " I .1 " CIIE+Q1 . '14 E+0'
* 3 15':E-I)1 I'. . -. 617E:EEi5 :.4

9E7i:'E+ 7 0 . '-. 9ar00E+0 n. - 2.,
THE LOlE" LEFT OF THE I. MFTRI::: I- EPD:.
THE LIFFE' LEFT.IF'PPF FIGHT.: LOnlER LEFT OF NE I:":. 0.r0. (i.

0. I.1. " • 0 rt 1.
Li. . . ,.'I1 14E+'' 0 I. I. .

I" i. . "I. . I'.

*•0 ii,. O i'. 1.

THE LOlhER FIGHT OF THE '2, r'TFI: I-
• : -: 'E+""

'  
. ::::44E +1:1 - IT' ' ,IiE+(,. .4 .- " ".: - • ,"cl.E 4 .! 0 E- I. --

t.44E+ . 141 .- + . 4 t -::447E-ii5 -. 5 011E-- .
1795fE+(, 1: -74 IE +O .l' 11| "S-E + 0

,
- . 11 (1 E I. ,-&1 -. I .-@K,:E-) 11) -a E -,-

4; -:4 E-f- -. :-447E- I 1 1:'1 :E - 1' 4 .4:::4 -'E- I . 1 Q E-1:4 11 11.• 7::: f E - 14 -. ]1 .- E . -.1 1 .: E - .1i:51 E-0)4 . 7,'- E-',, - I ;. -
I I'),:: E - 14 -. I-: ,n I E - 1:1 . 10 72 E-1:1-1 1 @ 9 -I1 -. I? ,, E -O 1:111' 1

FER-L Ftir T 11-i" FHRT OF EI" Eli #liLUE-

C- : E
+ 1'

4 1 . : E + 1-,4

E- I.,-: 1-"+E 414 ft. I . +I
7. E +. 1+ 4' 1 -1CE+

. 7 I', 1 55 76ZE + 11-4)
-.- ln IE+fl,,4-. 5'-: iE+,4 -. 1 -l,, .

1. 1"' l E+" . .. :E+4
-. = -' tl1 ) -. 4.- i., -, E+ ,.

-. 2 5 n + n7 .4 n_..-E +,I 1

THE 'I:'PEF LEFT OF THE C['0.A.'F MHTFI: I--
• ++1 . Et- E+ ' - "E+ ' • E+I,1 . ' - -

1.:'E . ' ,E+: .4107E+(: . ' 4.E+ 1, . 117-14E*f4 - -
511• " -.'E+ ' .:41 1,TE+'.- 4;-a 14E+ I.: 4-: 1 "lE+,.', .,:. , ' .'-E-,

' ( -2i.E 1 .* I 5.147E+)(, 4 21e1.4E v *I I I.1 -I 1) 1-.5:E-1 ' I I I "C.I'-4 .E
- -1 E + "' I .11714E+4 I - +' -. -'.-E- 1 .,.. 1,Et -"-I -

-E .E445E- " -4 -- " 1 ". -- , * 1 1 ,-E -
THE LOIIEF RIGHT OF THE I OAF 1 MTP: I1

1 .,::: :E- 4 -:5 I E-i '' I 2l::t ''E-',1 .5 4 E-o.'
" 

, , 4E- 1 .5r 
4

1t- -
• ,. 1 : "E, .4 - :"7E+I . 177r, E -)" I I E - ' I1 :'E-

•.5'9 4E-' ' '  
1 ' - •.1.-: E- • .''' .E-' ,  

.-. 4 "r-' - . I"" -

THE LOI-,ER LEFT OF THE '0rl '...': MTI

':'~Ij ft:.0 :'•,' .
"1 l I'i il "i. 11

I). lit, I 1 2 i I. I ilill

*:.O t, , ,:,. "-.

THE l. l I TF I:: 1: :'MMETFII:
:tl FRR= •.87'947-i4:

74I



SEJoSTCRAo
tC:ONT9STEEL4AN9 oARAA982129
J03*
REWINDeDN:SOUTo
DISPOSEDN=SOUT,OC=PR.TIO:MX2CMDEFER.
CFTvEOO04=BXZo

AC:ESS9UN:METALI99I)=A3PS8OBo
AC:ESS,*N:OSTL10=AA4PSo9

REJiI4IOD%:F T99o
C32Y3,I=FT999O:FT98o
AC:ESSq3N=METAOUT ,I)=A )PSBOqq
'IE'TAOUT, I:FT99,O:PLOTI ,FC=G1 ,FIO:SEJo
DISPOSEDN=PLOT19,TID=GMFMYo
METAOUTI :FT989O:PLOT2,FC:FRFIO:SEJo
OISPOJSEDN=PLOT2,DC:PRTIO:MX2VM.

)UIPJOB.
3E3UGqTRACEBLOCKSe

PROGRAM MAINI INPUTOUTPUT, TAPE5:INPUTTAPE6=OUTPUTTAPE99=O)
C SINJGLE CHIANNEL CASE AUGUST 02 1454
- USES KLEINMAINS IOUT1'IES

OPERATES ON 6 BY 6 44TRICES WITH MLINE7 & MRIC.
INCLUDES X AND X-XEST IN THE X VECTOR.

C PLOTS RESPONSE DUE TO INITIAL CONDITION&
C USES MRIC TO CAL:ULATE KALMAN GAIN.
: EQUIRES MEASURE4ENT MATRIX 4 3Y S.
:USES MRIC TO CAL:JLITE OPTI4AL CONTROLo

: CALCULATES EIGENVALUES OF Z(:A-S*P)
- USES MLINEO TO CALCJLATE THE COVARIANCE OF OUTPUT X VECTOR*

REAL X(12),XOOT(12),C(24),u(12,9),TEMP(696) ,ZTC(6h)M(496),P(69q),
" 1(696)vS(696) ,C)41(6,6)tCO42(696) ,COVARX(6963 ,ZK(696)9
" A(6.6),B(6),JNIr(696),RR(61,RI (6),QN'AT(696hoSKLMN(S6),Z(696),
" RKLMINV(494),AT(6,6),ZKT(6,6),TMSECC400) ,X4(400),OIF(400),
" XlLSEST(400)9X4LSEST(400) ,QPLSRSR(696)iRKOPT(696)ORKLMN(696)
EXTERNAL FCN
CfMMON/FCNCOM/DV(12,12) ,U(12)
C34ON4/AI41/43149NMIM1 ,COMI
C044ON/MAI42/COM2
COMMON/INOU/( N, (OUToKPUNCM

C THIS COMMON AREA IS REGUIRED FOR KLEINMAN"S R3UTINES
CALL META

C CALL META INITIALIZ7rS DISSPLA
3ATA Q44AT/36*0o/
DATA RKLMINV/16*.1
DATA OV/144*0*/

Nt4ALF=N/2
N4ALFI:NHALF.1

KIN=5
KOUT=6
KPUNCMZI
WRITE(6,591 3

591 FORMAT(1H1)
CGO TO TOP OF NEW PAGE

c KRASTP
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WRI TI(6*599)
599 FORRAT(25H/ PIOGIANZ KRASTP ,CY=9

DO 10 I11ND14
10 READ(5950O) (AC I 9J) J=INDIM)

500 FORMAT(6E12o5)
REA0(5q500)(X(I)qI=1,N)

READ(54p500) (U I)9I=:1ipN)
D0 9 I1,moIm

9 RED5511MlJ-JID"

r'3 12 1=91,4'
12 RE4D(5,500)(2(I J),J:1,N3IMi)

READ050) AL2HA
R--AD(595a 0 )R
READ(59500)SGMTUR~,SGMlLS4,SGMM2,SGMMg3,SGMM4
REAOC59500)DT
WRITE (6, 600)

st00 F~iMATM9154THE A 4ATRIX IS)
Do 60 I110014
DO 19 K=1,NDI4

19 AT(KoI)=ACIK)
6a WRITE(69610) (AC IJ) ,J:1,NfIM)

610 F3RMAT(6(l1El2.5) )
W I TE ( 6920)

620 FOR#4ATC9X,17HTHE IN~ITIAL X IS)
hRITE(6961O)(X(1)qI:1,NHALF)
WRI TE (6,621)

121 F3R'4AT(9X,21HlTME INITIAL X-XEST IS
WRITE C6,610 ) ( E I) ,I:=IALF1,'I)I WRITE(69830)

SAO FOR'qAT(6X,15NTHE 4 MATRIX IS)
DO 4 I119DIM

TOLML1I'i:1E-7
TOL4R IC:2.E-5

31 Q%MAT(3,3)=(4.. ( 5JMTUIB.*2)*A(2,3)*(A(192).A(2,3))*.2)/
" (AC 1,2)*(A(192) *2.*A(2q3) ))
WRITE (6,90 ) SG"TJRBQNM AT( 3,3)

'900 FOR MA T(4X,8HSSMTJRB=,El2e5, 3X,
" 13H JN-lAT(393)=9El2*5)
WRITE6q847)S3MlS4SGM29SG443

447 FJRMAT(v4X,3HS31 .S4=,El2.5,3XbHSGh1M2=,E1253,6IS6Mq3:,EI2.5)
WRITE(69837)SS"M4

R37 F0RMAT(4X,6HS3wM4= 9E12.5)
WRITE(69901)TOLMLINgTILMRIC

901 F0R MATc4Xq8HT3LMLIN=9E12.:, 10-4 TOLMRIC:,E12.5)
RIL41NV(1q1)zl./SM71LSq..2
RKLMINV(292)=l./S,MM2**2
RI(LMIAV(3,3)=1./SGP4M3**2

C NJOW CALCULATE P=4 TRAPJSPOSE*R'(LMINV*
DO 53 I1,194014
DOl 59 J=1,MDI4
TMP :Oo
00 55 K=19MDIM

55 TMP=TMP.M(K(, ) .P<L4I'V(KqJ)
59 P([,j)=TMP
53 C34dTI'4Ur

KIASTP

74-48

'A



C NEXT CALCULATE MT*RKLMINW'M
00 3 I=lNOIM
D0 2 J=194D0I1

DO 1 K=1,rIDIM
1 TMP:TMP*P(I*K)*M(KgJ)
2 SKLMN(I,.j)=TMP
3 CONTINUE

T3=0.
ITBASE:32
CALL MRIC(NDIMATSKLMNQNMATRKLMNZKTTOLMRICT3, ITBASE)

C THE KALMAN RICATTI EQUATION OPERATES ON A TRANSPOSE
C IYIELDS THE TRANSPOSE OF THE CLOSED LOOP SYSTEM ZKT.

CALL TRANS2(NJ2IMNOIMZKTZK)
C THE CLOSED L30P sysTEm MATRIX IS ZK

RilTE(6981O)
810 FORMAT(6X922HTHE KALMAN Z MATRIX IS)

0O 67 I=1,NDIM
67 WRITE(Ea,610) (ZK(IJ)9J:1,FJDIM)

CALL EG4O(ZKlRR~qI9UNITv0)
CALL MAT3a(NDIM,4IMRKL49SKcLu4JTE4P)

C FORMS TEMP=RKLMN*SKLr4N*RKLMN
CALL MADD ( NDIM,9dDIMQNMAT.TEMPOPLSRSR,1.)

C FORMS OPLSRSR=GN4lAT.RKLMN*SKLMN*RKLMN
CQPLSISR IS THE~ IJpur COVARIA'4CE FOR KALMIAN ESTIMATOR

WR ITE( 6,601)
S01 FORMAT(9X,2OHTHE RKLMN MATRIX Is

DO 69 I1,NDIM
69 WRITE(69610) (RKLMN(IJ) ,J=1,NDIM)

CALL PREP(ZK,2PLSRSRZK1,CO~&RXUN1TTEMP)
ORI TE (6,820)

320 FORMAT(6X,37HTHE COVARIANJCE MATRIX AFTER KALMAN IS
C RKLMN SHOULD BE THE COVARIANCE OF X AFTER KALMANflI

CALL MLINEQ(NDIMZKT ,TEMPCOVARX ,TOLMLIN)
00 6R I=1,NOI'4

68 WRITE(6,61O) CCOVARX(1,J),J:1,NOIM)
S34ERR=SGRT(COVAIX(l,1).C3VARX(494)-2.*COVARX(194))
WRITE(6, 791)S3MEIR
WRITE(69591)

C GO TO TOP OF NEXT PAGE
WRITE(69630)

S30 F3RMAT(1Il/9X,14THE B VECTOR IS)

WRITE(6,671)
671 FORMAT(9X,15HTHE U VECTOR IS)

WRITE(6,610)(U( 1),I1,1N)
13 WRI TE(6, 690)

S90 FOR'4AT(9X,15ITHE 2 MATRIX IS)
D3 62 1=1,6

62 WRITE(6961O) (2(1 ,J) ,J=1,NDIM)
15 URITE(6,670)ALPH4

S70 FORMAT(9X99H ALPH4A IS 9E12*5)
16 RIEV:1./R

UIRITE(69680)RIldv
680 FORMAT(9X96HRINV: 9E12.5)

c KRASTP
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DO 70 I=19NOI'9
03 80 J=19NOII
UNIT( I.J)=0.

80 S(Ij)=BCI)*RINV*B(J)
70 UNITCII)=1.

C S:B*RINV*BTrgAJSPOSE
00 90 1=194D14

'30 4(1,1 )=A( 1,) tAL2HA
C THIS ALLOWS AN LJ'PEI BOUND 04d NAT FREQ OF EACH SV

TOLMRIC=O.
C SETTING TOLMRICeLTo1.E-15,RESULTS IN MRIC SETTING TOL:1.E-3

WRITE (69730)TOLMRIC
730 F3R4AT(9X99HT3LMRIC= ,E12o5)

T3=0.
CSETTING T3=0. ALLOWS MRIC TO CALCULATE T3 INTERNALLY*

WRITE (6,740) T3
740 FORMAT(9X,4HT3: 9E12*5)

ITBASE=0
: I IT9ASE:Oq4AXIT=33,N IF' IT3ASE.NEo0,&IAXIT=ITBASE+N

WRITE(6,750) ITBASE
750 FORMAT(9XSHITBASE= 912)

CALL MRIC(N0P4,ASQRKOPTZ.TOLMRlCT3, ITBASE)

D0 33 I=19NDIM
Z(I ,I)=Z(II)-AL2HA

33 A(II)=A( 1,I)-AL31A
CTHESE SUBTRACT10'JS CANCEL THE ADDITION OF STATEMENJT 90.

C INPUTS ARE AS,&Go 3UTPUTS ARE RKLZ(=A-S*RK)
C P IS THE SOLUTION TO THE RICCATI EQUATION*
C Z IS THE CLOSED LOOO SYSTEM WITH OPT SoVo FEE38ACK.

WRI TE(6,699)
S,99 F3MT9X3HH 5TH ROW IF THE Z MATRIX ISI 95 WRITE(6,6I0) (Z(b94),J=1,NDIM)

CALL EGNO(ZR~gRI*UN!T,0)
98 CALL PREP( ZQJMATZTCOVARX ,UNIT, TEMP)

CALL MLIME2(N)IMZTTEMPCOVARX ,TOLMLIN)
WRITE (6, 792)

79? FORMAT(9X,22HTHE COVARIANJCE OF X IS)
00 43 I11NOIAI

43 WRITE(6,610) (COVARX( IJ) ,J=1,NDIM)
SGMERR=SQRTCVARX(1,1).COVARX(494)-2..COVARX(194))

791 F'0RMATC9XBHS3MElR= t~12e5)
THIS SECTION FOR4S THE DV MATRIX FOR OPTIMAL SYSTEM IESTIMATOR*

C UPPER LEFT OF DV IS THE CLOSED LOOP OPTIMAL MATRIX
C UPPER RIGHT OF DV IS -BKT
CL3WER LEFT RE4AIIdS ZEROS

C LOWER RIGHT IF DV IS CLOSED LOOP KAL4AN EST1MATOR
51 00 100 I11NHALF

INHALF=I*NHALF
00 110 J=1,NHALF
J4H AL F=J NHAL F
TM4P:Z( IJ)
DV( IJ)=T4P
DYC I*JNHALF)=A(iJ)-rmp

110 OV(INHALFJNMALF):ZK(IJ)
100 CONTINUE

KR4 STP
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WRITE(69623)
623 FORMAT(9X9I6HTHE DV MATRIX IS

529 FORMAT(12EIl.A)
1OLOV=.lE-6
4 W=12
I -,VD =1I
T=O.

: T WAS READ 14 EARLIER
00 30 11900
TF=T*DT
CALL DVERK(NFCNTXTFTOLDVINDC.NWWilER)

C OVERK NORMALLY EXITS WITH T REPLACED BY TF
X4( IVX(4)
DIF (I) :E(1) -X(4)
X1LSEST (I)=X (7)
X4LSEST(I)=X 110)
TMSEC( I) =1000.*TF

30 CONTINUE
WRITE (6, 633) DT

S53 F0RMATc9X,4HOt= 9E12*5)
iRI TE(69640) TF

640 FORMAT(9X97HAr TF= ,F7.4)
WRITE(69650)

650 FOR'9AT(9)(,10H INAL X IS)

CALL BGNPL(1)
CALL PAGE(140,110)
CALL TITLE(18HX4 FOR U(S)=2200 918912H4TIME IN MSEC,12,
*18HX4 FOR U(3)=2200 1811997*1

CALL BGNPL(2)
CALL PAGE(14*,11*)
CALL TITLE(21HX1-X4 FOR U(3)=2200 921,12HT1IME IN1 MSEC912,
2ltiX1-XA FOR U(3)=2200 921,11.,7.)

CALL GRAF(0.,5HS:ALETMSEC(400) ,O.,5HSCALE,6.E-4)
CALL CURVE( T'SEC93IF,#00,0)
CALL ENOPL(2)
CALL 8GNPL(3)
CALL PAGE41l*9,ll.
CALL TITLE(24"sX1-XlEST FOR U(3)=2200 ,24,12HTIME IN MSEC,12,

CALL GRAF(O.,5HS:ALETMSEC(AOO) ,-1.E-6,SHSCALE,1.E-6)
CALL CURVE(TMSECXILSESTAOO,0)
CALL ENOPLCS)
CALL BGNPL(4)
CALL PAGC(14*,11*)
CALL TITLE42A4MXf-X4EST FOR U(3)22200 o24,12HT4TIE 14 4SEC9129
+24HXA-X4EST cOR U(3)=2200 924,11.,7.)
CALL GRAF(0.,5MS:ALETMSEC(400),-loE-6,5HSCALEI.E-E)
CALL CURVE(TMSEC9XALSEST,40O0)0
CALL ENOPL(A)
CALL OONEPL

99STOP
END

C KRASTP
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SUBROUTINE EG4O(ZRRlRI ,UNIT9IZERO)

COMM O 0 NI A42/COMN2
COMMON/INOU/KIN9KOUTKPUNCH
REAL Z(696)9RR(6hvRl(6) ,UNIT(6,6)
CALL EIGEN(NO[NZRRqRIUN IT, [ZERO)
JRI TE 6, 169)

169 FIJRMAT(11X#941EAL PART95X92'UiIMAG PART OF EIGENVALUES
DO 40 I1,1NOI'I

40 WRITE(69710)RR( 1)#RI(l)
770 F9RMAT(99EE12.5 ,3XE12.5)

RETURN

SUBROUTI[NE PRE-P( tQNMAT ,ZTgVARXU4ITTE49P)
REAL Z(6,6),Qv9Ar(6,6) ,ZT(6,6),CflVARX(696),UNIT(696),TE4P(6,6)
DO 40 [116
DO 41 J=196
ZT(Jgl)Z(I ,J)
C)VARX( I ,J)ZO0.
UNIT (ItJ)=Oo

41 TEMP(IvJ):2NMAT(IsJ)
40 UNIT(19I)Zlo

RET UR'J
E 'J D
SUB~ROUTIN'E FCiJ(N, T, XXDOT)
REAL x(12) ,XD3T(12)
COMMON/FCJC M/0 V( 12, 12),U( 12)
DO 10i 1=1,12
TEM4P=O.I Do 20 .j:1,12

20 TE.4PDV(*J)*X(J)*TEMP
10 XOOT(I)=TEMPJ(l)

RETURN

-41.10 ED 47.10 0. 0. 0.0
0. E*00-2.200 E+03 2.200 E+03 0. EDO Go E+00 0. E*OO
0. E.00 0. E+30-2.200 E+03 0. E#00 Do E4,00 0. EO00
g. 0. 0. G. 1. 0.
0. 0. 0. 0. 0. no

.0. C. -1. 0. 0.
0.0 go . 0. 0. Do.
0. 0.00 0.00a U :V 0 0.000 .0 x

c00.0 0. 0. 1. D. 9
Go 0. 2200o 0. as 0. U

00. 0. 0. 1 0o 0. u
0. 0. 0. '1. 0. as
0. 0. 0. 0. 0. 0. N
0. B. Do as Go 07.

.1E*10 0. Do -IE+10 Go go
00 0 0. 0. Go 0
0. 0. 0. Do 0. as

-.1E~10 0. 0. olE+10 0. Do
0. D. 0. 0 . zoo 0.
Co 00. 0. 0. 5E
4so ALPHIA
109 E-05 R
is E+00 8R7 E-04 1.379 E-06 1. E+01 .1 E-OR SIGMAS
3o E-04 OT
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PROGRAPs KRASTP *CYz9

--- THE-AMTZXisj ____ __ ____ ___

-C.'.iUOE.*OZ O.*7lZOE+C2 0.00003E1C3 O.OaQOOE+00 0*OOOQOEOO 0*OOO0aEGO

0.000W'+00O a.GZGC07+GC -0.22000E.O04 a.cOOOOE+oa 0.00000E+03 0.00309E+00
34ao00oE+ao 3.13-034EE4O a. oaoaQE*Go8Q..OauOE.OG 0.100 - 0E.D±1 0000OOOE4co

THE !N:TIAL X IS
L-gUt 000F.+a a*0CGCpE+0G 0.OOOOOE*Cp 0.00300E+00 0.00000E.Oa C.00390E+00

THE- ZNZTiAL X-XEST IS
a*C3GC4E4+OO01. DOC U.CO0 0.00000'F+00 0.0000GE+ tiOOGE.oo G.DOOOQOE.LO_

Thi II MATRIX IS
Qo130O0i*31 09GCQ00Z+C0 8.#0000QE+c0 -0.13000E+01_ O.aDGOCEtOC 0.30000E+00
0.00000E+00 1.000+00 0a O. 0000 0E+G 0.10000E+01 0.00000E+00 GeGOOOOE.C0
Q.JOG0EOi0 0.00030E+00 0. DoUE;-+ao0*0.OOOOE*00 0.00300E+00 _k.q0OOE460
GOOOGGEO00 30GO04E+ao o.9CQooECo 0.000a000 0.000OOE+GC a.±aCOo+Cl

SSHMTu~t= 0.10 -300E*0+1 ONMAr(3,3)= o.z2z±4E.+06_
SGMILS'.= Ja.67G00-O'. SGNMI2= 0.13790E-05 SGI3 0.10000E+02

TOL ML: N= a0 -1. 6-COr-6 T OU4-iIC: O0 00 E -0 4

RICCATI SOLN IN 29 ITERATIONS
THE KALMAN Z MATRIX IS

-0.1l8678eE404 --d. fi00.4C2 0.00000Ea00 Gel14E0 +3 OOF~C -0.55233E+09
-0.4.6496E+06_-i3.22GODE+04- O.220~03+*_ 0-.'.6338E4Q606 .G00OE*-0G-O±1.EZ_
-0.14352E+07 0.60OCOE+00 -0.22000;-+04. 0.14.346E+07 0.00000E+00 -0.2agI6E+12

S*14A.3E.-03 C.OCODOE+00 3.30000E+00 -0.505O1Et03 0.100OCE*Gi 0.314 Lt ±k?2
0*30L53E-01 0sG00ooE.C3 O. 000 0 0!-+ w0 -0.63760E+05 CoOC0OE+3 Z*53176E+a'4
0,92702E+00 C o 0&01.Z+aa 0. 00000E.O _-0.92?DDE+fl0 0*00000E+0O_-0.32626E.35S

REAL PAR~T IMAG PAizr OF IGENVALUES_
-0.57363E.0 0 1E3 0 E r 5 __

-0057363E+04 -0,13600E+06
-0@13111i..C5 0.55753E.G64
-0.13711E*05 -0*55753E'0.
0.25251E+03 0.45630E+Oi _____________

-0*25231E+UC -0.4.5630E+Oi
THERK(LN M4ATRIX IS

O.372-0 0313E .02 .10 & 1~0i !.95895E-09 0612iO6E-J6 0.5523SE-09
Co35193E-02 'j.il3'.i.Ct 0.4.3294.E+01 0.23989E-08 0.'.1'3LE-66 0.11194.E-06
aoICe*6F3' -QI 09432341*.ai 0.Z5668.CZ 091138DE-08 a.11464E-06 0@28916E-36
0095895r.09 3.2933i-05 G.i13dGE-08 0.96035E-09 0.12129E-0b -O.33142E-iEb
0.12106E-06 0.L4i43IE*6 O*11464S-Cb fl122E-6 0179'aE-04 -6.53176E-14
*.5523dE-09 0*1i±94L:-06 O.249167-C6 -0.33142E-16_-0.53176E-14. 0.32626aE-13

THE -coVAiAN-.CEtiIATRiI -AFTER KALMAN IS
j.1IJ?12&-'. 0.35143E-02 CoOW~E-01 3.5999E-093 o.60e04E-a? -0.35234E-39
*.J;IS3E-02 0.i11094E+01 0...329&.E*Di go.??03E-04 O.20909E-06 Go1ll94E-".6
1.13063E-31 C.'.32ga.E.O 0.2566$E+02 _0*12882E-0B 0915173E-06 Ga2o916E-06
8.9i494-Q9 O.±7733E-3B OoL2552E-O8 0*60026E-09a Oe.60e43E-0 -OaliSOOE-l?
1.00604Z-07 0.20-904E-06 0.15173E-06 0,606'.3E-0? 0.76588E-C5 -01L9E1
I.S423sat-09 0 .32626E-1:3
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A STUDY OF SELECTED FACTORS RELATING TO HUMAN

RESOURCE MANAGEMENT IN THE AIR FORCE

by

Philip Tolin

ABSTRACT

This report describes several activities performed in conjunction with

the USAF - SCEEE Summer Faculty Research Program. The major effort involved

preparation of a USAF Human Resources Laboratory Technical Report describing

the characteristics of accessions of CYs 1977 - 1979. Other projects involved

work preparatory to the development of an exit interview survey instrument,

assessment of the predictive efficiencies of alternative subscales of the

History Opinion Inventory, a content analysis of comments related to pilot

stress, and a preliminary literature review dealing with fighter pilot

selection.
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I. INTRODUCTION

In order to ensure the maintenance of an effective military force, Air

Force manpower planners periodically must receive information describing the

characteristics of first-term enlisted personnel. Since the termination of

draft-motivated enlistments in 1973, such reports have acquired additional

importance as Air Force planners have been concerned with the possibility of

changes in the aptitude and ability levels of first-term accessions and with

the fulfilment of the social obligation to maintain equality of opportunity

for women and for members of racial and ethnic minorities.

During the 1970's a series of reports were written documenting

accession characteristics. The last such report (Leisey & Vitola, 1979) dealt

with enlistees who entered the Air Force between January, 1975 and June, 1977,

and described trends over that time in aptitude test scores, mental ability

levels, education levels, minority representation, the utilization of women,

and regional differences in accession characteristics. The present summer

research effort involved the development of a similar report covering the

calendar years 1977-1979.

A second factor of importance to manpower planners is the prediction
and minimization of attrition. The Air Force Human Resources Laboratory
(AFHRL) has sponsored a considerable amount of research designed to determine

the usefulness of a number of measures as predictors of attrition. While the

prediction equations generated by these studies have been somewhat successful

in predicting attrition rates among enlisted personnel, it is clear that

additional work is needed to identify reasons for leaving the Air Force that

are given by attriting personnel. Specifically, it apRears that a

questionnaire to be administered during an exit interview would provide

important information concerning sources of difficulty and irritation

encountered by persons leaving the Air Force.

The Summer Faculty research effort described in this report originally

was planned around the dual objectives of preparing an accessions report and

developing a suitable exit interview instrument. Due to circumstances beyond

the control either of this writer or AFHRL colleagues, the latter project was

suspended after several weeks of preliminary work, described below. Work

subsequently began on three other formal tasks. Work on each of these

projects was not extensive; brief descriptions of these efforts, as well as

efforts undertaken on an informal basis, are described below.
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II OBJECTIVES

The specific research assignments arrived at during the pre-summer

visit were as follows: (a) to participate in the preparation of a technical

report on the quality and characteristics of Air Force accessions for calendar

years 1977 - 1979, to summarize, tabulate, and interpret data comparing

year-by-year accessions against such criteria as educational level, age,

mental ability and aptitude, racial/ethnic group, sex, etc.; and to describe

the implications of the research findings for Air Force management's concern

regarding whether the quality, quantity, and favorable characteristics of

individuals who enlisted in the draft era are being sustained in the

draft-free era; and (b) to participate in research on reasons for attrition

among first-term airmen, with the goal of developing a survey instrument to be

used in conducting exit interviews with separating enlistees to identify

faqtors contributing to attrition.

As noted above, the second assignment was dropped after several weeks.

Activities which replaced that project involved the begining of a literature

search on fighter pilot selection, the examination of the relative efficacies

of various predictors of attrition, and the identification of sources of

fighter pilot stress during combat. Several informal projects which were

undertaken in an effort to gain a wide variety of experiences related to human

reources management. These efforts are described below.

Il1. ACCESSIONS REPORT

The examination of data describing first-term accession characteristics

in calendar years 1977 - 1979 resulted in the preparation of an AFHRL

technical report. Data collected on all recruits who entered the Air Force

during these years were obtained from the Processing and Classification of

Enlistees (PACE) files maintained by the Technical Services Division of the

Air Force Human Resources Laboratory, Air Force Systems Command. These data

included age, sex, education level, racial/ethnic identification, geographic

area of enlistment, Armed Services Vocational Aptitude Battery (ASVAB) scores,

and Armed Forces Qualification Test (AFQT) scores.

Educational data were divided into the following categories: 11 or

fewer years, 12 years completed (high school graduation or GED equivalent),

13-15 years completed, or 16 or more years completed. Racial/ethnic

classification followed the definitions given by the Office of Management and

Budget: White, Black, Oriental, Hispanic, Indian, and Other.
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The ASVAB is an instrument that is used to assess an appliant's

eligibility to enlist in the Air Force and suitability for classification in

specific career fields. The ASVAB yields four aptitude indexes which are

predictive of success in technical school: Mechanical aptitude,

Administrative aptitude, General aptitude, and Electronics aptitude.

Performance on the AFQT is described in terms of centile ranks which are

converted to mental ability categories.

The data presented and analyzed in the technical report may not be
released without clearance and, hence, cannot be discussed at this time. The

technical report, when published by AFHRL, will describe the 1977 - 1979 data

and compare these with data reported previously.

IV. EXIT INTERVIEW INSTRUMENT

The second planned project involved the development of a questionnaire

designed to identify factors contributing to attrition. Toward that end, a

literature search was conducted. Books and a large number of articles

relating to the issue of employee turnover and morale were read. A

computer-aided literature search of the ERIC and Psychological Abstracts data

bases was conducted, with specific reference to reports dealing with

attrition, termination, failure, and morale of enlisted personnel. Work Unit

summaries and military technical report summaries for the last 10 years were

obtained from the Defense Technical Information Center, Defense Logistics

Agency. Many technical reports were obtained and read.

After 2-3 weeks of such activity, interspersed with some of the

preparation of the technical report described above, I was able to meet with

individuals attached to the Manpower and Personnel office at Randolph Air

Force Base, where it was disclosed that work had recently been completed on an

exit questionnaire and that data collection was scheduled to begin shortly.

Upon consultation with my supervisor at AFHRL, it was agreed that it would be

inappropriate to continue with this project.

V. OTHER ASSIGNED PROJECTS

Following termination of the exit interview project, I became involved

in three additional assigned projects.

(A) In 1972, Air Force medical personnel developed a screening

procedures, the History Opinion Inventory (HOI), which is useful in

identifying recruits likely to have problems in adapting to a military
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environment. Research at the AFHRL suggested that the HOI was moderately

effective in the prediction of involuntary separations during an individual's

first term.

Subsequent to the original research on the HOI, enlistment standards

became more stringent, and the utility of the HOI as a predictor of attrition

became uncertain. Therefore, a group of 1975 accessions was tested to provide

more current data on the effectiveness of the procedure and to provide a basis

for a decision regarding implementation.

Data had been collected and a number of statistical analyses had been run on

the computer prior to my involvement with the project. My effort involved

evaluation of several multiple linear regression analyses and the development

of a series of "hit" tables to determine the relative efficacies of the full

HOI and certain subscales of the HOI in the prediction of attrition, using

alternate definitions of attrition, for male and female enlistees, both

separately and altogether. As was the case for the research described above,

these data may not be released without approval.

(B) Another research effort undertaken at the request of the Section

Chief involved the performance of a content analysis of comments made by Viet

Nam combat pilots concerning sources of stress. The data had been collected

as part of a larger study dealing with stress, and the comments had been made

in conjunction with completion of an extensive questionnaire dealing with

stress. The comments revealed many sources of stress that had not been

suggested by the questionnaire data. As with the data mentioned above, this

information ultimately will be made public in an approved technical report.

(C) The Air Force method for selecting those who will become fighter

pilots is based upon recommendation by their instructors, on their successful

completion of Undergraduate Pilot Training, and on their expressed preference

for flying fighters as opposed to tankers, bombers, or transport planes.

Certain foreign pilot training programs and several research efforts have

suggested that personal characteristics may be important determiners of

successful fighter pilot performance. A few of these characteristics have

been identified, but most have been isolated only anecdotally. Additional

work involving the development of a suitable screening device appears to be

warranted.

Prior to the developement of a screening instrument or battery of

instruments to predict effectiveness as a fighter pilot, it is necessary to

survey the relevant literature. Toward the end, a literature search was
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initiated to identify variables that might be worth pursuing. Among these

variables are personal characteristics, such as self-esteem, assertiveness,

aggressiveness, willingness to take risks, cognitive style, and others; as

well as decision making abilities, particularly under stress, and

interpersonal abilities related to effective crew coordination.

Perceptual-motor and cognitive tasks also were sought which potentially relate

to suitable pilot placement.

VI. INFORMAL PROJECTS

A personal goal for the summer effort was to sample a variety of

related areas, to discuss research and ideas with highly qualified behavioral

scientists, to read and study, to assist in the conduct of as many research

projects as possible, and, in general, to learn as much as possible in a brief

period of time. Much of the activity, therefore, is difficult to document.

For example, I read a large number of Air Force technical reports dealing with

many aspects of manpower procurement, retention, and utilization. I discussed

ongoing and planned research with a number of AFHRL scientists and with

colleagues at Randolph and Lackland Air Force Bases. I viewed many hours of

video tapes of a course dealing with task analysis that had been conducted at

AFHRL prior to my arrival, and I participated in what amounted to a short
informal class on linear modeling and policy specification.

This extensive reading and interaction with colleagues has been most

valuable, both personally and professionally. I have developed a great

appreciation for the manpower and personnel research being conducted by the

Air Force and I have gained a great deal of practical, as well as academic,

insight into the field. This will result in major changes in a number of my

courses and in the development of research projects, which will involve

several students.

VII. RECOMMENDATIONS

The varied projects described in this report do not lend themselves to

recommendations regarding implementation of results. The impact of this work

will be felt strongly in several classes that I teach. The practical insights

that I have gained will translate into major changes in courses dealing with

personnel and industrial psychology, research design, and statistics. It has

become evident to me that work being done at the HRL in the areas of linear

modeling, judgment analysis, and policy capturing has the potential to

I
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liberate behavioral scientists from many of the restrictive limitations of

traditional research designs and statistical tests based on the analysis of

variance model.

At this time, it is expected that follow-on research will involve the

development of a screening test to predict fighter pilot effectiveness. As

indicated previously, work is needed to develop methods to predict which

candidates have the greatest potential to develop into successful fighter

pilots and which have the greatest potential for flying other types of

aircraft. My goal is to attempt to develop a perceptual-motor task which will

assess a candidate's ability to react quickly to a series of unpredictable

events and which will provide, in addition to latency and accuracy measures

common to such tasks, an analysis of performance using the methods of the

Theory of Signal Detection. Such an analysis would provide information

concerning the individual's ability to discriminate relevant and irrelevant

events under a variety of conditions and the individual's decision criterion,

which may be taken as a measure of impulsivity.
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PROTON INDUCED NUCLEAR EVENTS IN SILICON

by

William P. Tucker

ABSTRACT

A direct result of the rapid advancements in the miniturization of electronic

circuitry (in particular computer memory devices) is a marked increse in the

susceptibility of these devices to the deleterious effects of high and low

energy charged particles.

In various types of Random Access Memory (RAM) devices the high and low Z

particles cause soft errors (zeroes converted into ones and vice-versa) or

logic upsets. In this work one of the mechanisms, nuclear recoil, principally

responsible for soft errors is investigated by irridating various thicknesses

of silicon with protons whose energies range from 51 to 158 MeV. The spectra

of the energy deposited within the silicon slab is thus revealed.
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I. INTRODUCTION: Because of the Air Force's increasing use of Large Scale

Integrated and Very Large Scale Integrated and Very Large Scale Integrated (LSI

and VLSI, respectively) RAM devices in space bourn systems (e.g., missiles and

satellites), charged particle induced errors in these devices have generated a

considerable degree of interest at this facility and, indeed, throughout the

entire electronic industry.

This particular research effort is an extension of the now established

efforts of McNulty, Rothwell, et all to explain the physical mechanisms

responsible for energetic charged particle induced soft errors in various types

of LSI RAM devices. Since such devices are fabricated from silicon, it seemed

resonable2 to pursue the processes involved in particle induced errors by

systematically studying the manner in which these particles interact with

silicon. The experimental technique2 employed to obtain data for analysis is

one in which thin ( -3 - 100 un) silicon wafer diode detectors (by EG & G

Oretec) are exposed to a beam of energetic protons (developed by the Harvard

Cyclotron), some of which interact inelastically with the silicon nuclei,

giving rise to fast and slow secondaries and recoiling residual nuclear fragments.

There is ample reason2 to believe that the residual recoiling nuclei are

the prime contributors to soft errors in various types of static and dynamic

RAMs.

When protons at energies greater than about 30 MeV enter silicon, several

different types of inelastic scattering proceses can ensue. Principally,

nucleons in the target nucleus are excited, leading to a cascade of intra-

nuclear fast nucleons, some of which may be ejected from the nucleus or be

captured and, thus, leave the nucleus in an excited state. The de-excitation

of the target nucleus can occur in several stages over a period of about 10-16

sec, a time short in comparison with that required for the initial excitation

( 10-21 sec), please see Fig. 1.
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The excited nucleus loses energy by emitting various types of particles,

(alpha, deuterons, etc.) all of which contribute to the recoil momentum of the

residual nucleus. During the time of transit ( -10-12 sec) of the recoiling

nucleus, many electron-hole pairs (3.6 ev/pair) are created, contributing

substantially to the phenomenon of logic upset in LSI, and especially VLSI RAM

devices. The work of other investigators3 (Greiner et al.) suggests that the

recoiling nuclear fragments represent a significant fraction of the energy

deposited in the crystal. Model calculations using results of Greiner et al.,
3

Silberberg, Tsao4 and G.E. Ferrell5 are in progress and will be presented for

publication at a later date. This summer's effort resulted in the completion

of some of the experimental work (data acquisition) and the initial stages of

the analysis.

11. OBJECTIVES OF THE RESEARCH EFFORT: The principle objective of this project

was to gain insight into the physical processes that lead to proton induced

logic upsets (soft errors) in LSt and VLSI Memory devices. Since the recoiling

fragments of the initial target nuclei (silicon) are believed to contribute

substantially to the upset events, it was decided that more information (up to

now, non-existent) on the inelastic processes involving silicon nuclei and

protons was needed. We, therefore, began to acquire the experimental data with

which model calculations can be compared and thus enable us to make more

definitive statements about the mechanisms involved.

To this end, the task for this summer was to: a) Calibrate and test newly

acquired (from Ortec) silicon surface barrier detectors of various thicknesses

(2, 10, 50 and 100 um). b) Expose the detectors to protons of energies

ranging from 51 to 158 MeV. c) Complete the initial data reduction and determine

the energy deposition spectra.

It should again be noted that additional data reduction and analysis are

in progress and will be submitted to an appropriate journal for publication.
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III. EXPERIMENTAL PROCEDURES: The calibration of the silicon surface barrier

detector is a relatively straight forward procedure. A very precisely known

source (in this case, AM 241 which has a strong alpha peak at 5.5 MeV) of

charged nuclear particles (e.g., a particles) is used to determine the signal

level that can be expected for a given amount of energy deposited in the

structure of the detector (silicon). This information is then used to calibrate

the output of the multichannel analyzer (see Fig 2).

The proton scattering experiments were carried out at the Harvard Cyclotron,

a facility capable of delivering a 2 mm diameter beam of 158 MeV (maximum)

protons. The experimental configuration is shown in Figure 3. In this

experiment, the detectors (97 um; 2.8 pm) were each given four different

exposures at beam energies of 51, 91, 130 and 158 MeV. The above energies

were achieved by inserting lucite and coper degraders into the path of the 158

MeV stream of particles. This practice tended to increase the background of

secondary particles (eminating from the degraders), making it necessary to

carry out additional experiments using an aperature plug between the degraders

and the detectors. This resulted in the establishment of background levels

that were used to determine the true energy deposition spectra.

The silicon surface barrier detectors (in the form of diode slabs) were each

subjected to a bias voltage of sufficient strength to make them fully depleted

(total separation of electrons and holes). The protons (up to 106/min) entered

the biased detector, underwent inelastic collisions with silicon nuclei which

underwent evaporative fragmentation, recoiled and, in so doing, created electron

hole pairs in the fully depleted zone of the detector. The strong bias field

quickly swept the resultant charge out of the depletion zone and into the charge

coupled pre-amplifier. The pre-amplifier output was shaped and fed into the multi-

channel analyzer. The resulting spectra minus the background represents the

spectra of the energies deposited in the slab.
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IV. RESULTS

Using the results of the AM 241 calibration experiments the multi-channel

analyzer output was divided into I MeV bins (6.94 channels/MeV). Histograms of

the energy spectra (counts Vs. energy) were prepared and are shown in Figures 4-

7. The results shown here are for the 97 um detector. Due to equipment failures

the data on the 2.8 and 8.7 um detectors were not sufficiently complete to

permit complete analysis.

However, the 97 um data is quite significant in that, to our knowledge,

such an experiment had (previous to this work) never been carried out.

The 97 am data appears to be in substantial agreement with those of

McNulty, et al. 2 where a 21 Pm detector was exposed at the same energy levels.

Moreover, the 97 im data relative to that for 21 im shows a longer high

energy tail, a result which supports the belief that many fast secondaries tend

to escape thinner detectors.

V. RECOMMENDATIONS: From the above results an obvious recommendation follows.

The work on the thinner detectors must be completed in order to fully establish

the validity of the statement that the high energy tail of the energy deposition

spectra decreases as a function of thickness.

The current state of the art in the microelectronics field has advanced to

the point where component structures can be fabricated within linear dimension

of only a few microns. It is, therefore, likely that different parts of a chip

will exhibit vastly different susceptibilities to logic upset. Such differences

may be due to the particular technique used to fabricate the device and/or the

variations in types of materials used to develop the various discrete regions

of a given chip. In order to determine where the vulnerabilities to logic

upsets of a given VLSI device lie, it will be necessary to employ particle

accelerators capable of confining a beam to linear dimension that do not exceed

the intercomponent dimensions ( -lum) of a device. Hopefully, the use of

now existing microbeam accelerator will be used to verify the radiation hardness

of the rapidly developing VLSI devices in the very near future.
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A MODEL FOR THE THERMAL

DECOMPOSITION OF TNT; THEORETICAL

REACTION PROFILES

by

Almon G. Turner

ABSTRACT

The molecule 1-nitropropylene has been investigated as a model system

for the simulation of the thermal decomposition of TNT. Two distinct types

of reaction mechanisms were considered: Intramolecular Mechanisms and

Bimolecular Mechanisms. Intramolecular mechanisms investigated include

an oxidative hydrogen atom transfer to form the diradical aci nitropropylene

and an oxidative oxygen atom insertion reaction to form l-nitro-3-hydroxy

propylene. Semi empirical molecular orbital calculations (MNDO and MINDO/3)

were carried out to obtain a reaction profile for these mechanisms, and

indicated that the oxygen atom insertion reaction should lead to the

reaction products, methyl nitrite and acetylene. This is not in accord

with experiment. The profile for the oxidative hydrogen atom transfer was

found to reproduce many of the features known for the thermal decomposition

of TNT.

Bimolecular mechanisms considered included an oxidative hydrogen atom

transfer from one nitropropylene molecule to another to form the 1-nitro-

propylene radical and the aci form of nitropropylene and an intermolecular

oxidative insertion reaction to form l-nitro-3-hydroxy propylene and 1-

nitroso propylene. Preliminary reports are given for these bimolecular

mechanisms.
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I. INTRODUCTION:

A large number of experimental studies have been carried out in an

effort to obtain an understanding of the thermal decomposition of trinitro-

toluene (TNT) . These studies have resulted in the proposal of four dif-
(2)ferent possible reaction mechanisms for the process )

. The mechanisms

proposed are:

a. Intramolecular Oxidative Hydrogen Atom Transfer.

CH 3  CH 2

SX NO NO 2

X X

() (TI)

b. Intramolecular Oxidative Oxygen Atom Transfer.

CH 3  CH 2OH

X NO2  .NO

0 Ci X - NO 2

X X

(III)

c. Intermolecular Oxidative Hydrogen Atom Transfer.

CH 3  6H2  CH 3

2 X X

x x x

(IV) (v)

X - NO2
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d.

CH 3  CH 3  CH 2OH

2 Y NO2  X O NO +X0 NO 2

x X X

(VI) (VII)

X = NO2

Recent advances in semiempirical molecular orbital methods (MNDO, MINDO/3)
0

have demonstrated that the standard enthalpies of formation, AHf, can be

calculated with some confidence for small molecules These same

methods have been utilized to study reaction mechanisms for elementary

(4)processes of the type which occur in the above mechanisms . The shear

size of the TNT molecules prohibits an exhaustive investigation of the

proposed mechanisms by the MNDO method. Accordingly it would be advanta-

geous to find a smaller molecular system which might possess the salient

features of TNT, and could thus be used to model the mechanisms proposed

above. The author has suggested that the 1-nitropropylene molecule might

be suitable for these purposes. The research reported below is concerned

with the use of 1-nitropropylene to model the thermal decomposition of TNT.

II. OBJECTIVES

The main purpose of this research was to ascertain the extent to

which mechanisms analogous to those listed above but studied in the

system 1-nitropropylene can be used to model the decomposition of TNT.

Specific objectives were:

(1) To study the thermodynamics of the proposed reactions and compare

the results to the corresponding values for the TNT system.

(2) To obtain reaction profiles for each of the proposed mechanism and

to identify the transition state for each of the mechanisms. Success-

ful identification of a transition state enables one to calculate
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the energy of activation for the process, which in turn can be compared

to results obtained from the experimental study of the decomposition.

III. THEORETICAL METHODS

The principal method employed to study the decomposition of 1-nitropro-

pylene was the MNDO (Modified Neglect of Differential Overlap) molecular
(3,4)orbital method of Dewar et. al. .'. The method was applied in its "closed

shell" form to those mechanisms which did not involve radical species, while

it was combined with the method of configuration interaction to treat radi-

cal species (5 ). 3 x 3 configuration interaction was carried out using the

ground state configuration and the two configurations obtainable from it

using the two lowest unoccupied molecular orbitals obtained from the ground

state calculation.

IV. THERMODYNAMIC STUDIES

The specified chemical reaction (mechanisms) studied were:

i. Intramolecular Hydrogen Atom Transfer

CH CHCHNO -* "CH CHCHNO H
3 2 2 2

1-nitropropylene (I) ACI-nitropropylene (II)

ii. Intramolecular Oxygen Atom Transfer

CHBCHCHNO - HOCH2CHCHNO

l-nitroso-3-hydroxy propylene (III)

iii. Intermolecular Hydrogen Atom Transfer

2 CH3CHCHNO2  s *CH2CHCHINO 2  + CH3 CHCHWO2 H

(IV) (V)

iv. Intermolecular Oxygen Atom Transfer

2 CH3 CHCHNO2 CH CHCHNO

1-nitrosopropylene (VI)

+ HOCH2 CHCHNO2

1-nitro-3-hydroxy propylene (VII)

The ground state energies and heats of formation were calculated for

species I - VII and the corresponding heats of reaction calculated. The

1-nitropropylene molecule was calculated in a geometry where the nitro
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group was rotated about the carbon atom so as to have it in the same con-

formation that it would have were it a part of a TNT molecule. The energy

of the true ground state form (unrotated) was found to be 18.10 Kcal/mole.

The energy of the rotated "TNT like" form was calculated to be 18.99 Kcal/

mole. The results of these calculations are shown below.

Calculated Standard Heats of Formation

Mechanism Reactant Product(s) tH; TNT Case

i 18.99 33.50 +14.51 16.6

ii 18.99 -30.32 -49.31 -49.9

1ii 37.98 IV 48.63; V 8.88 19.53 16.8

iv 37.98 VI 12.45; VII 022.98 -48.51 -52.4

The experimental activation energy for the initiation step in the
0

decomposition of TNT is known to be 40-46 Kcal/mole. Since the AH for the

reaction is a lower bound for the corresponding activation energy all the

above mechanisms are possiole. The corresponding enthalpy changes have been

calculated for three of the four mechanisms in the case of TNT. The values

are given in the last column of the table. Note the relative order of

agreement is good. On the basis of thermodynamics the 1-nitropropylene

system seems to reflect the same energetic behavior as the TNT system.

V. INTRAMOLECULAR HYDROGEN ATOM TRANSFER MECHANISM

Optimization of the ground state energy of aci nitropropylene yielded

a value of 33.50 Kcal/mole for the heat of formation of the product molecule.

The hydrogen atom transfer was initially viewed by using the hydrogen atom

oxygen atom distance as the reaction coordinate. The distance varies from
O o

3.73 A in 1-nitropropylene to 0.95 A in product aci form. A reaction pro-

file was calculated along this path at values for the reaction coordinate

of 3.73, 3.27, 2.77, 2.27, 1.77, 1.50, 1.40, 1.35, 1.30, 1.25, 1.20, 1.175,
0

1.15, 1.125, 1.10, 1.00, 0.95 A. A maximum was obtained in the vicinity
0

doH = 1.20 where AHf - 81.4 Kcal/mole, which corresponds to an activation

energy of 62.4 Kcal/mole. The product state was identified at a heat of

formation of about 27.4 Kcal/mole and did not correspond geometrically
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to the aci form of 1-nitropropylene. Attempts were made to start from this

new product state and back calculate to the initial state. These attempts

were unsuccessful.

The next series of calculations performed consisted of starting the

reaction profile in the product state and attempting to find a path which

would lead to the starting material. This was done by defining the reac-

tion coordinate to be the hydrogen atom - methyl carbon atom distance.
0 0

This distance varies from 3.234 A,to 1.497 A in the reactant. Points

were calculated at values of 3.20, 3.00, 2.50, 2.00, 1.75, 1.60, 1.50, 1.40,
0

1.35, and 1.30 A. A profile was obtained with a maximum energy of 86.3

Kcal/mole corresponding to an activation energy of 52.8 Kcal/mole occurring

at dc H = 1.37 A. An attempt was made to reverse the calculation and it

was found that the path was not reversible, the reverse path leading to a

new maxima in energy in excess of 76 Kcal/mole. The two profiles inter-
0

sected at about 1.59 A with an energy of about 69 Kcal/mole. Application

of the MINDO/3 method led to the same basic results. From these calcu-

lations it was concluded that neither the hydrogen - oxygen atom distance

nor the hydrogen atom - methyl carbon atom distance was a suitable reaction

coordinate. It is probably necessary to use both. In addition as the

molecule proceeds from reactant to product a considerable readjustment

occurs in the R 3C -C 2=C 3-N4 framework. The C I-C2 and C 3-N4 bonds are

shortened considerably, while a lengthening occurs in the C 2-C3 bond.

Accordingly, a series of calculations were carried out for do H distances

of 0.96, 1.00, 1.10, 1.20, 1.70, 1.40, and 1.50 where the C1-C2=C3-N

framework was fixed at values which corresponded to one third, one half,

and two thirds of the way along the progression from starting material

to product material. The results of these calculations are in Table 1.
0

TIsted are the AHf's and the algebraic sign of dE/dx"
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Table I GRID MOVING FROM REACTANT TO PRODUCT

do -H

0.96 1.00 1.10 1.20 1.30 1.40 1.50

Starting
Material 62.6- 63.8+ 91.6- 81.8- 71.5- 61.8- 53.0-

1/3 42.9- 43.7+ 52. 83.1- 73.4- 64.0- 55.4-

1/2 76.6- 37.4+ 45.7+ 85.8- 76.8- 67.8- 59.3-

2/3 32.6- 33.7+ 45.6+ 89.3- 81.2- 72.4- 64.0-

Product
Material 27.6- 28.4+ 36.9+ 56.I* ., 96.8- 88.9- 81.1-

The line delineates the region of the hypersurface where maxima are

located.

77-9

. ..



The largest maxima being in the region of 120(d oH(1.30 with the geometry

being virtually TNT or product like. Calculations were then performed to

test the reversibility of the reaction coordinate d o_. Starting with the

TNT like geometry (two thirds) at dOH = 1.10, doH was allowed to increase

to 1.20, 1.30 and 1.40. At each point a lower energy form was found. This

indicated that the C -C2 = C 3-N framework must also be relaxed.

A grid search was conducted by performing calculations which start

with a TNT like geometry and allowing d O_ to vary from 1.00 to 1.60 and

at the same time allowing dc H to vary from 1.20-1.80. The results are

shown in Table 2.

I
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Table 2 GRID SEARCH HYDROGEN ATOM TRANSFER

do- H

1.00 1.20 1.40 1.60

1.20 119.9- 84.0- 61.8- 48.0-

1.40 86.5- 83.5- 72.0- 63.3-

dC-H 1.60 6.2- 78.9+ 91.2- 88.2-

1.80 ;4.9+ 72.1+ 108. 110.5-

2.00

The solid line in the table defines points in the hypersurface along which

maxima occur.
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Calculations were next carried out by starting with the product like geome-

tries for do H equal to 1.00 and attempting to proceed to the TNT like

geometries for each C-H distance. It appears that some points of lower

energy can be located in this manner.

In summary, the location of transition state for this mechanism is

particularly difficult and involves a great deal of trial and error calcu-

lation. It Is felt that a transition state is being approached asymptoti-

cally but the calculation points to the severe need for an analytical

approach to the problem.

VI. INTRAMOLECULAR OXYGEN ATOM TRANSFER MECHANISM

A calculation of the optimized ground state energy of the product

molecule, 1-nitroso-3-hydroxy propylene yielded a standard enthalpy of

formation of -30.32 Kcal/mole. The methyl carbon-oxygen atom distance

was employed as a reaction coordinate and it was allowed to vary from 3.73 A
(starting material) to 1.40 A (product material). A reaction profile was

obtained which showed an activation energy of 96 Kcal/mole and a maximum

present at d _O = 1.75 A. An examination of the product state (AHf W
21.71 Kcal/mole) showed it to consit of molecular acetylene, C2H2 ; and

methyl nitrite, CH3ONO. A rerun of the calculation using configuration

interaction led to new transition state of a higher heat of formation than

that calculated previously. As such, it was not pursued further. An attempt

was made to establish a reaction profile in the direction product to

reactant. It also led to a higher activation energy.

VII. INTERMOLECULAR MECHANISMS

Work was Just being initiated on these mechanisms as the period of my

fellowship came to end. Planary calculations were begun on a mechanism in

which the 1-nitropropylene molecules were stacked end to end with the hydro-

gen atom to be transferred of one molecule located symmetrically between

the two oxygen atoms of the nitro group of the second molecule. The distance

from the oxygen atom of the second molecule to the methyl carbon atom of the

first molecule was used as a reaction coordinate. These efforts are continu-

ing at the present time.
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VIII. AN ANALYTICAL APPROACH

The principal difficulties encountered In these studies seems to be

the recognition of what to use for a reaction coordinate in a given mechan-

ism. The reaction coordinate is generally not a simple atom-atom distance,

bond angle or dihedral angle but rather it is expressible as a linear

combination of those atom-atom distances, bond angles and dihedral angles

which change markedly as one proceeds from reactant to product. As such,

it can be uniquely identified once it is recognized what internal coordinates

(bond distance - bond angle basis) enter into it. One way to proceed would be

to do a few planary calculations to identify which internal coordinates,

jqj enter the reaction coordinate, and then solve the required set of

linear equations to identify the reaction coordinate. Explicitly, let
*= ai qi i = 1, n (1)

i

Consider the energy as a function of *,
E = E ($) (2)

Since we are always seeking a transition state, E is a maximum for such

a state,we can writeI 2E - X0 + Y + Z (3)

and we know that X <0 and Y > 0. The reaction coordinate must belong

to one of the irreducible representations of the point group which is

appropriate to the transition state geometry.

From a set of n2 values for the jqI one can calculate n2 values of the

energy c. Since the energy is a quadratic function of the jqj we can write

i b1 1 qll + b1 2 q1 2 + b • " blnqIn + b1 6q11 + b2 0 q 1 2 
+ bnoqIn + b 1

(4)

S q 2 q 2+ 2 + bq + bl

En2 ' bllqnl 2 + b12qn2 2+ bnqn,n + bloqn,1  bnoqn,n 1

The linear equations (4) can be solved to obtain the coefficients Ibi.

These coefficients in turn are related to coefficients jalof equation (1).

Namely

for quadratic terms

b j X a a (5)
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for linear terms

bto Y at (6)

and

b I =Z (7)

From eqn. (6) we in effect know the coefficients lal to within the

normalization constant Y. If we redefine the norm of the space spanned

by the reaction coordinate, we can calculate the lal and then obtain our

reaction coordinate.

IX. RECOMMENDATIONS

On the basis of the above research the following recommendations can be

made:

1. That the grid search method employed in part V be continued until a

transition state is obtained which will reversibly interconnect reaction

and product for the intramolecular hydrogen atom transfer mechanism.

2. That the intramolecular oxygen atom transfer be rejected as a possible

reaction path in the initiation of the thermal decomposition of TNT.

3. That the analytical approach (part VIII) to finding a reaction

coordinate be tested in the context of a known reaction mechanism and if

successful then used to pursue the study of the bimolecular mechanisms of

part VII.

4. That the questions concerned with the effects of overcompleteness and

undercompleteness in the choice of the set of variables jqj be investi-

gated on the analytical approach (part VIII).

77-14

.. ..



REFERENCES

1. For representative studies see:

R. Robertson, J. Chem. Soc. 119, 1 (1921); Trans. Far Soc. 44, 977

(1948); M. A. Cook and A. B. Taylor. Ind. Eng. Chem. 48, 1090 (1956);

J. C. Dacons, M. J. Kamlet, and D. V. Sickman, NAVORD Rept. 6831 (1970);

J. C. Dacons, H. C. Horst, and M. J. Kamlet, J. Phys. Chem. 74, 3035 (1970);

R. N. Rogers, Anal. Chem. 39, 730 (1967); J. M. Rosen and J. C. Dacons,

Explosivstoffe, 11 250 (1968); J. W. Beckmann,J. S. Wilkes, and R. R.

McGuire, Thermchim. Acta, 19, 111 (1977); S. A. Shackelford, J. S. Wilkes,

and J. W. Beckmann, J. Org. Chem. 42, 4201 (1977).

2. R. N. Guidry and L. P. Davis, Proc. of the Ninth Annual Pittsburg

Conference, American Instrument Society, Volume 9, Modeling and Simulation,

Page 331, 1978.

3. R. C. Bingham, M. J. S. Dewar, and D. H. Lo, J. Amer. Chem. Soc. 97,

1285 (1975).

4. M. J. S. Dewar and W. Thiel. J. Amer. Chem. Soc. 99, 4899 (1977).

5. The open shell structure of radical species necessitates the inclusion

of neighboring configurations of the same spin multiplicity. We assume

that we are operating at a "near" Hartree Fock level of approximation and

include only configurations obtainable from the parent configuration by

"two electron jumps".

77-15



0 0\

N

C 1.50 c

GEOMETRY OF I- NITROPROPYLENE

t/H
0 o

H H N

H

H

GEOMETRY OF "acl' NITROPROPYLENE

77-16

I



FN
0H

c -c

HH

GEOMETRY OF 1-NITROSO-3-HYDROXY PROPYLENE

77-17



1980 USAF - SCEEE SUMMER FACULTY RESEARCH PROGRAM

Sponsored by the

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH

Conducted by the

SOUTHEASTERN CENTER FOR ELECTRICAL ENGINEERING EDUCATION

FINAL REPORT

IMPROVEMENT OF TRAJECTORY TRACKING ACCURACY OF INSTRUMENTATION SHIPS:

A FEASIBILITY STUDY

Prepared by: Dr. V. Vemuri

Academic Rank: Associate Professor

Department and Department of Computer Science
University: State University of New York

Research Location: Eastern Space and Missile Center
Range Systems and Navigation

USAF Research Mr. Steve Andrews
Colleague:

Date: August 15, 1980

Contract No. F49620-79-C-0038



IMPROVEMENT OF TRAJECTORY TRACKING ACCURACY OF INSTRUMNTATION SHIPS:

A FEASIBILITY STUDY

by

V. Vemuri

ABSTRACT

The question of the feasibility of improving metric accuracy of radar

data obtained from instrumentation ships is investigated. It is argued that

major sources of error are tracking, navigation and stabilization. Using avail-

able data as a guide, it is argued that substantial improvements in metric

accuracy are attainable if the present auto-tracking is upgraded to on-axis

tracking with a Kalman-type filter in the tracking loop. It is also recommended

that a simulation study be conducted to gain better insight into the nature of

navigational and stabilization errors. These two recommendations are considered

to be most cost-effective within the constraints of the mission under study.
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I. INTRODUCTION

The USNS General H. H. Arnold and USNS General H. S. Vandenberg, operated

by the Air Force Systems Command, Eastern Space and Missile Center (ESMC), are

two Advanced Range Instrumentation Ships (ARIS) designed to gather precision

data on missile reentry bodies and penetration aids.1  The primary mission of

these ships is to collect metric and signature data during the midcourse and

reentry phases of a ballistic missile's flight. These instrumentation ships

play a significant role because they constitute a flexible expansion of a

missile test range beyond the coverage capabilities of land based instrumenta-

tion. Therefore, these ships play a crucial role in tracking the terminal

segment of a reentry vehicle's (RV) trajectory that, very often, falls in

remote ocean areas.

Although there are differences, each ARIS in general, and H. S. Vandenberg

in particular, is equipped with advanced instrumentation to gather radar,

telemetry, optical, opto-radiometric, navigation, and meteorological data.

Typically, during a trajectory mission, an ARIS collects data on:

(1) Metric information such as range, azimuth and elevation of the RV.

(2) Signature information such as radar cross section.

(3) The ship's location and heading.
(4) Other relevant telemetry, optical and meteorological variables.

Following a tracking mission, the collected data are processed, off-line,

(i.e., in a post-test environment) to obtain accurate estimates of metric and

signature information. These estimates are required to accurately characterize

an RV's flight from its "penetration point" (i.e., the point at which the RV

enters the atmosphere) to the "splash point" (i.e., the point where the RV

hits the ocean surface).

Engineers and scientists at the Eastern Space and Missile Center recognized

the need for improving the accuracy of metric information derived from data

collected by radar trackers aboard the instrumentation ships. Toward this end,

they embarked on a modernization program aimed at upgrading various systems on
2ARIS. For example, plans are underway to upgrade the Timing System , the

3Communications System , the computer hardware, and so on. In this context, the

author of this report was asked TO INVESTIGATE THE VARIOUS ALTERNATIVES THAT

MIGHT LEAD TO AN IMPROVEMENT IN TRAJECTORY TRACKING ACCURACY THAT IS SUFFICIENT
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TO MEET THE MORE STRINGENT TEST REQUIREMENTS OF CURRENT AND UPCOMING MISSILE

SYSTEMS. This statement, therefore, is taken as the goal of this research.

This report, therefore, is the result of a feasibility study. The recom-

mendations made at the end of this report constitute a plan to reach the goal.

II. OBJECTIVES

Although the instrumentation ships gather a wealth of data during a track-

ing mission, the scope of the goal statement is confined to a study of the

acquisition and processing of metric data only; that is, data about range,

azimuth and elevation of a RV. Even with this restriction, the scope is still

too broad in the sense that it allows the possibility of including a host of

competing alternative paths in reaching the stated goal. Some of these alterna-

tives are considered extraneous to the major thrust of this research effort and

are, therefore, eliminated forthwith from further consideration. Thus, no

proposals for improving the electronics aboard the tracking ship are either made

or considered. Similarly, no proposals to increase the number of tracking ships

are either made or considered. In fact an attempt is being made to strike a

balance between a desire for a thorough exploration of all possibilities and a

desire to confine the effort to those alternatives that appear feasible. In-
cluded in the feasibility considerations are technical criteria such as practical

realizability and compatibility with existing configurations, economic criteria

such as development and maintenance cost and the management criterion, namely

an ability to meet deadlines. In our pursuit to reach the goal within the

framework of constraints articulated in the preceding paragraph, we propose to

seek specific answers to the following broadly stated questions:

(1) Can we improve the metric accuracy of the instrumentation ships to meet the

stringent test requirements of current and up-coming missile systems?

(2) If the answer to this question is in the affirmative, then to what extent

can the accuracy be improved with the present configuration of the ship's

instrumentation?

(3) If modifications to the present configuration are warranted, then can these

modifications be made within reasonable time and cost constraints?

(4) If modifications are considered necessary, which of these modifications

should be directed at improving the quality of the data acquisition phase

and which toward improving the quality of the post-test data analysis phase?
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(5) Whatever the modifications are, what would it take to actually implement

them?

III. DESCRIPTION OF A TYPICAL ARIS MISSION

To present the results of this research in a proper perspective, it is

useful to review the salient steps of a typical mission.

Stated in a nutshell, the present tracking procedure consists of two broad

phases: the on-board data acquisition phase and the off-board data processing

phase. Preparatory to the data acquisition operations, first the longitudinal

axis of the instrumentation ship is positioned roughly perpendicular to the

plane of the trajectory of the RV. Then the location of the ship with respect

to an earth-fixed geocentric (EFG coordinate) system is determined with the help

of data provided by the ship's inertial navigation system (SINS) as well as from

fixes obtained from an array of submerged transponders. Then, to lend a degree

of stability to the observation platform, the ship is maintained on a linear

course at a small constant velocity. Then the target is acquired by the radar

and tracked in the so-called "auto-track" mode and the necessary data are

recorded on digital and video tapes. This constitutes the end of the first phase.

Among all the data items collected during the data acquisition (or first)

phase, only a few are of particular interest to us here. Those data items are

navigation data (to determine the exact location and attitude of the ship at

any time), metric data (to determine the range, elevation and azimuth of the

target with respect to any desired coordinate system) and timing data (for

synchronization purposes). These data items, recorded on digital tapes, will

be referred to as raw mission data.

The second phase of the tracking procedure, called the data processing phase,

takes the raw mission data as input and produces, as output, target position,

velocity and acceleration relative to any desired fixed point and any fixed

reference system. That is, the output of this phase is the required metric data

about the RV's trajectory. This phase is conducted off-line in a post-test

environment.

IV. DISCUSSION ON PRESENT EFFORTS TO IMPROVE METRIC ACCURACY

The purpose of this section is to identify and comment on some of the problems

being encountered in the context of accuracy improvement. Engineers at ESMC
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(representing USAF, Pan Am, RCA) are addressing these problems systematically

and thoroughly. Their approach is based on an identification of all possible

sources of error, classification into categories (significant, insignificant;

biased, random; and so on), and charaterization in terms of variables that can

be controlled. This approach led to a satisfactory charaterization of the

behavior of some of the errors. For example, engineers at ESMC appear to be

fairly happy with their ability to control the errors due to, say, nonortho-

gonality of antenna axes, antenna droop, refraction and RF optical errors.

This is understandable because such errors are common with all (land based and

shipboard) radar trackers and most of the technical personnel have rich experi-

ence in this area.

The problem gets a little complex while studying the performance of ship-

board radars. A new class of errors enter the picture here. A case in point

are errors introduced due to our inability to estimate accurately the position

and attitude of the ship on the ocean surface. Position simply means the

coordinates of the ship in the EFG (earth fixed geocentric) coordinate system.

Attitude refers to two aspects of ship motion: roll and pitch relative to the

local vertical, and heading relative to north. In this report, we would like

to refer to position and heading errors as navigational errors and errors due

to roll and pitch as stabilization errors. In addition to these errors, we

also have to deal with flexure errors, that is, errors caused by bending and

flexing of the ship's body. Some effort is already under way to minimize the

effect of these errors. For example, attempts are being made to minimize

navigational errors by supplementing SINS with position data obtained from

submerged transponders. Similarly, attempts are being made to minimize flex-

ure errors by redesigning the physical layout of some of the instruments.

This investigator feels that all the above cited measures are necessary

but not sufficient. This feeling is based on the assumption that there always

exists residual errors; to assume that we can identify, characterize, and com-

pensate each and every source of residual error is unrealistic. There is no

suggestion here to indicate that the present approach of correcting major

errors on an individual basis be abandoned. What is being suggested here is

to supplement the present effort with a good tracking procedure that explicitly

recognizes the need to compensate the residual errors during the data acquisi-

tion phase.

78-7

/i



The development of good tracking procedures for shipboard radars is not

a trivial matter. The difficulty arises because the errors associated with

the range, azimuth and elevation (say in the EFG coordinate system) are an

aggregate of residual errors from all sources cited above. To gain an

insight into the nature and magnitude of these aggregate residual errors,

it is useful to digress and inspect the magnitudes of these errors resulting

from the tracking procedures currently in use at ESMC.

The present data acquisition system on H. S. Vandenberg, for example,

uses the autotracking procedure. The monopulse radar in an autotrack mode

is essentially a simple closed loop control system in which the radar receiver

feeds the control signal directly to the radar sensors. In other words, there

is no predictive capability in the autotracking mode. Improved performance

can be obtained if the loop is closed through a computer so that the computer

can be used to anticipate the RV's position from past data. This is the basic

idea of on-axis tracking. The Eastern Test Range used this on-axis concept as

early as 1967 to control the ground based radar (the AN/FPQ-13) at Grand Bahama

Island. The Western Test Range also used the on-axis concept for its ground

based radar at Kaena Point, Hawaii.4

The on-axis concept can be used at several levels of sophistication. Even
the most primitive type of on-axis tracking is an order of magnitude better

than the simple autotracking. Indeed, the on-axis procedure used in Grand

Bahama Island and Kaena Point radar trackers (namely, the --8 tracking) is

relatively primitive. Nevertheless, it is apparently giving satisfactory per-

formance. For example, it is claimed that the above two, as well as other ground

based radars using =-- tracking, are giving an accuracy of + 6 ft. in linear

measurements and + (1/2 20) x 21 radians (= 0.006 milliradians) in angle measure-
5ments. In contrast, the autotracked radars on H. S. Vandenberg are committing 6

errors of up to + 1500 ft. in range and + 0.5 milliradians in angle measurements.

Two possible reasons for the poor quality of metric information from H. S.

Vandenberg are: (a) measurements are taken from a moving, unstable platform,

namely the ship; and (b) the radar trackers on the ship are using autotracking

rather than on-axis tracking. A useful question that should be answered at

this stage is: What part of the error is caused by the moving, unstable plat-

form and what part by autotracking? For example, 1 mr of ship roll, it is

observed, produces about one inch of C-band antenna movement but can introduce
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up to 1000 ft of RV position error at pierce point. However, it is dangerous

to conclude (from what is stated so far) that 2/3 of the range error is due to

an unstable platform and only 1/3 due to autotracking; other factors, such as

navigational errors, also play a role in this context. For example, it appears

that the uncertainty in this ship's location could be of the order of + 1500 ft.

The precise impact of this error on metric information is unclear.

This digression (the preceding three paragraphs) confirms the general

qualitative feeling that tracking stabilization and navigational problems are

major problems to be solved. However, we do not yet have any quantitative

measures of the contribution of each of these to the total observed error.

Until we can develop quantitative estimates of the error contributions from

each of these sources, we will not be in a strong position to decide where we

should put our resources to meet our goal. Toward this end, we developed in

the next section, some quantitative estimates of the order of magnitude improve-

ments that can be made by improving tracking. We do not have information to

help us make analogous estimates insofar as navigation and stabilization errors

are concerned. In Section VI, we proposed that a simulation study be conducted

to gain better insight into navigation and stabilization errors.

V. SPECTRUM OF FUTURE POSSIBILITIES

The limited scope of the discussion in the preceding four sections is not

sufficient to completely reveal the complexity of a trackingmission. Neverthe-

less, the success of a mission depends upon the coordinated operation of a

number of subsystems. Modification of one subsystem or one operational pro-

cedure could create a ripple effect demanding modifications in other systems.

As the scope, as outlined in Section II, of this effort is somewhat limited, it

is not possible to address all these ripple effects. By the same token, they

cannot be ignored either. In this section, we intend to propose some modifica-

tions and briefly touch upon some of the possible ripple effects.

A. Possible Modifications to Tracking. The radar trackers on H. S.

Vandenberg now use autotracking. Engineers at ESMC recognized a decade ago

the inadequacy of autotracking and the desirability of on-axis tracking.
3' 9

In fact, Reference 9 gives the figures shown in Table 1 to illustrate the

advantage of on-axis tracking over autotracking. The reference did not mention

the filter used in the on-axis algorithm. However, there is reason to believe
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that it probably was an m-8 filter; definitely not a Kalman filter.

Table 1

A comparison of orbital residuals from echo track of the satellite

Pegasus performed by Radar 12.15 at Ascension in February 1974.

Absolute % Improvement
Variable Autotracking On-Axis Improvement (Approximate)

Elevation errors 0.22 mr 0.044 mr 0.176 80%

Range error 33.5 ft 10.5 ft 23.0 69%

Inspection of Table 1 reveals that accuracy improvements of the order of

70 - 80% can be attained by replacing autotracker with a simple =-8 tracker.

Furthermore, in Reference 4 (page 1.5), it was estimated that a nine-variable

Kalman filter has the potential of giving a 30% improvement in real-time

tracking accuracy over an "-3 filter. Admittedly, these two estimates were

made in the context of ground based radars. In spite of this knowledge, it

is surprising that ESMC did not initiate plans to upgrade tracking procedures

on ARIS until the 1980s. There are two frequently quoted reasons for this

delay. First, that the ARIS were originally designed to gather signature data

and the desire to use them for metric data gathering is an afterthought.

Second, that everything possible is being done to correct errors due to various

sources and that there is nothing much to be gained by overhauling the tracking

procedure. The first of the above implies that there is a change in mission

requirements and the second reflects a lack of strong conviction. Nevertheless,

plans are under way to explore the possibility of replacing autotracking with

on-axis a- tracking. This is definitely a step in the right direction,

although not a decisive one. The author feels that this line of thinking should

be pursued more aggressively by going all the way to a Kalman-type tracker rather

than stop in midstep with an =- tracker. If there are some practical reasons

for a reluctance to go all the way for a full-blown Kalman tracker, there exist

some suboptimal Kalman trackers for consideration. There are even optimal --8

trackers that are equivalent to Kalman trackers in their performance.
10
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Without going into detailed analyses of the advantages and disadvantages

of Kalman filters in general, let us briefly look into the ripple effects of

on-axis traking in the context of a typical ARIS mission. At present, most

of the metric information is being derived by off-line processing of data in

a post test environment. On-axis tracking (be it --8 or Kalman variety) is an

on-line, real-time procedure. This implies that there is a need for an addi-

tional computer, on-board, dedicated to on-axis tracking. This computer should

be supplied with navigation data, in addition to the usual tracking data. This,

in turn, means that we cannot afford the luxury of waiting for the splash point

to occur in order to determine the ship's location. That is, we have to make

navigation independent of tracking but not vice versa.

A second possible side effect has to do with data processing operations

such as the editing of raw data and accuracy of encoders. For example, Kalman

filters tend to be sensitive to the editing scheme used. Also, if a lot of

effort is going to be expended in improving the accuracy of data gathered,

corresponding attention should be paid in maintaining this accuracy in digitiz-

ing and encoding this information. Toward this end the UNIVAC 1219 type computer

with a standard word length may not be sufficient. A computer with a 32-bit word

length and 64K of storage is probably needed for any sophisticated scheme.

A third side effect of on-axis tracking is the need to perform the computa-

tions on-line although this is not at all a requirement of the mission.

B. Possible Modifications to Navigation. There is a general feeling at

ESMC that the impact of navigational errors on metric accuracy are not as severe

as those of tracking and stabilization errors. This is predicated on the

assumption that the coordinates of the splash point can always be determined

fairly accurately and the ship's location with respect to the splash point can

therefore be derived because the ship is generally not too far from the splash

point. As noted earlier, this implies that the ship's location can be accurately

determined after the mission, not before or during the mission because the splash

point is the terminal point of the RV trajectory. But the accuracy of on-axis

tracking depends, to some extent, on advance knowledge of ship's position. Thus,

to make the on-axis tracking really useful, we must look for ways to determine

the ship's position and heading by methods that do not depend upon data derived

from the trajectory. This is an interesting side effect of using on-axis track-

ing. Therefore, either we have to determine ship's ponition only from ship's
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inertial navigation system (SINS) or supplement it with some other system. One

possibility is to explore the possibility of using the Navstar Global Positioning

System (GPS) currently under development by the Department of Defense. The GPS

system can be used to get both time and position information precisely. In fact,

the GPS system is being considered in Timing Modernization Plan.2  If it is going

to be used to get timing information, one may as well use it to get position data

also. Presumably, the cost involved in using the GPS system is in building a GPS

receiver.

Alternatively, one can take advantage of the similarity between the problem

of tracking the position of an RV in space and the problem of tracking the position

of a ship on ocean surface. As both problems involve the observation of a moving

object with imperfect instruments and subsequently filtering the noisy data, the

same procedure, with appropriate modification, can be used in both cases.
12- 14

This strategy has the aesthetic appeal of depending on a uniform procedure to

solve a broad class of problems in the mission. Such a streamlined procedure,

that keeps the number of new things to be learned to a minimum, vastly improves

the efficiency of people who design and maintain these facilities.

C. The Platform Stabilization Problem. A possible solution to the platform

stabilization problem appears to be a little more difficult. Although Kalman-type

approaches were proposed in the past by several investigators to solve analogous

problems, their applicability to the present problem needs to be investigated. A

simulation approach appears to offer an ideal compromise here. The simulator

would take sea state, wind and ship velocity as inputs and produces expected pitch,
15, 16

roll and yaw as outputs. The results of this simulation can be used to

predict errors due to ship motion.

VI. RECOMMENDATIONS

Analyses in the preceding sections can now be used to answer the questions

raised in Section II of this report.

(1) It is possible to improve the accuracy of metric measurements by a substan-

tial margin. There is sufficient evidence in published literature for this

possibility.

(2) If the objective is to achieve as much of this improvement as possible with

minimum change in the ship's instrumentation, then the best course of action

is to replace autotracking with on-axis tracking. This option would

:probably require a minicomputer dedicated to tracking. Although an exact
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estimate of the size of the computer depends upon the type of filter used

in the on-axis tracking, an educated guess would be a machine wh 48-64K

of memory size with 32-bit word length.

(3) If the on-axis tracking idea is acceptable, then this investigator feels

that a serious effort at implementing a Kalman-type filter be initiated.

In trying to implement a Kalman-type filter, consideration should be given

to a determination of the type of suboptimal filter that best suits the

needs of this project. In view of the time and cost constraints, the

possibility of developing an optimized - filter (that is, one whose per-

formance is equivalent to a Kalman filter) for possible implementation on

modern microcomputers should not be ignored.

(4) Once the above idea is adopted, it is important to realize that now we are

dealing with the so-called embedded computer systems. The reliability and

maintainability of such embedded computer systems very much depends upon

the quality of software support. Toward this end, it is strongly recom-

mended that all future software development efforts follow modern ideas

of software engineering; that is, ideas such as top-down design and

structured programming.

(5) The author also feels that the short range objective of improving the

quality of metric data from H. S. Vandenberg should not be allowed to

cloud the long range objective of maintaining the concept of using ARIS

as a flexible expansion of a missile test range. In this context, it is

extremely useful to conduct a simulation study to determine how the various

aspects of a ship's motion influence the overall accuracy.

(6) Finally, regardless of whatever action is being taken insofar as ARIS are

concerned, it is important that all personnel concerned with RV tracking

at ESMC be encouraged to get abreast with the developments in technology.

Recent advancements, and some not so recent, in guidance and control,

computer simulation, distributed processing and software engineering are

revolutionizing thinking in these areas.
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A COMPARATIVE STUDY OF ORGANIZATIONAL STRUCTURES

IN AIR FORCE MAINTENANCE ORGANIZATIONS USING A

MACRO MODEL: POND VRS 66-1

by
Larry C. Wall

ABSTRACT

A historical analysis of the evolution of maintenance organization

structures provides clues for understanding the two different organiza-

tional structures which are currently used by Air Force Maintenance

organizations. Relying on the literature in the area of organizational

theory, a macro model of performance in maintenance organizations was

developed. The model was then utilized to compare and contract main-

tenance performance under the two different structural arrangements.

After organizational behavior had been described, twenty one hypotheses

were derived in order to compare performance. Several potential data

collection instruments were discussed as to their feasibility for

collecting data. No actual data was gathered; however, each hypothe-

sis was discussed and a prediction as to its likely acceptance or

rejection was made. Several recommendations for further research were

proposed.
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I. INTRODUCTION

The Air Force is a dynamic, growing, and ever changing organiza-

tion. While cognizant and concerned about accomplishing its current

goals, the Air Force is proactively searching for new ways and methods

for improving its functioning. Technological weapon system innovations

are perhaps more noticeable to the public as indicators of organiza-

tional change and development, other innovations are, however, equally

important. Air Force policy relative to personnel activities reflect

a greater awareness and concern for the plight of the individual air-

man who often experiences extreme frustration when confronted with the

overwhelming military bureaucracy. The Air Force is increasingly con-

cerning itself with environmental issues. Recently these issues have

complicated and made belligerent the once positive or, at worst,

benign relationships between the Air Force and its social environment.

Specifically, special interest groups whose demands were once ignored

or shuffled are being given fair consideration. Mutually satisfactory

solutions are being sought as the Air Force strives to fulfill its

mission in a manner which minimizes friction between itself and the

larger society of which it is a part. Many other illustrations could

be cited as evidence for increased organization wide concern by the

Air Force.

The maintenance operation is one area in the Air Force where

improved organizational functioning through better human relations,

new managerial philosophies, and meaningful organizational adaptation

is being displayed. In 1977 after several years of study and experi-

mentation, the Air Force introduced the Production Oriented Mainten-

ance Organization (POHO) Structure. The intent of this program was to

increased the productivity of the maintenance organization. This

increased productivity would result from increased utilization of

personnel as well as better utilization of their skills. Further

increased job skills and a team climate within the maintenance shop

would add to overall productivity. Finally, productivity would be

increased as a result of the decentralization which occurs. The POM

structure has been completely adopted by AAC, TAC, PACAF, and USAFE.

Other commands have expressed varying degrees of interest in
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experimenting with or adopting this approach, but have not changed to

the new structure.
1

The development and implementation of new methodologies designed

to improve productivity must be continued. The costs of a modern,

well-equipped, and properly maintained Air Force are continually in-

creasing. Concurrently, resources are becoming much more difficult to

obtain. These factors combined to make the implementation of planned

organizational change of crucial importance to the Air Force. Careful

study and analysis of these changes must be made prior to implementa-

tion. Further, periodic followup studies are essential to insure that

desired outcomes are being obtained.

Change is a universal characteristic of organizations and as such

should be anticipated. However, planned change should have an objec-

tive of improved organizational functioning. Change is psychologically

uncomfortable and typically leads to disruption of morale and produc-

tivity. Secondly, if the change is unsuccessful in improving organiza-

tional performance, there is a tendency among organizational partici-

pants to distrust future change efforts. Finally, it would be naive

and unwise to assume that simple single variable solutions are appro-

priate for complex multivariable problems. Change will occur and must

be carefully planned if it is to have a constructive impact upon an

organization.

POMO is a significant organizational change which has been imple-

mented into several Air Force maintenance organizations. It would

be impossible to assess if the change were adequately researched prior

to implementation. After three years in operation, however, it seems

appropriate to assess whether this change has accomplished its stated

objectives. POMO is an intuitively appealing approach to maintenance

management. The relevant question, however, is what impact has this

change had upon the personnel working in and the productivity of a

maintenance operation. The intent of this paper is to provide the

background and the framework for answering this question.

II. OBJECTIVES

The objective of this report is to build a model of maintenance

organization performance. This model could then be utilized to compare
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a maintenance operation under a traditional 66-1 organization struc-

ture with a maintenance operation utilizing a POND structure. The

second objective is the derivation of testable hypotheses from the

model.

In order to accomplish these objectives the following steps will

be taken. First, a brief historical analysis of Air Force maintenance

will be conducted. The purpose of this analysis is to discover reasons

for the developments of both the 66-1 and POMO structures. The second

step is the evaluation of literature available in the field of organi-

zational theory. This review will note organizational characteristics

and variables which impact upon organizational performance and indivi-

dual performance within the organization. A model of maintenance

performance containing these variables will then be constructed. The

fourth step will elaborate potential data collection instruments which

could be employed to collect data for the evaluation of the hypotheses.

The final section will provide some recomendations and conclusions

about likely consequences of structural changes such as POMD. These

conjectures, while unsupported by empirical evidence, have value in

designing future research activities.

III. HISTORICAL BACKGROUND

The maintenance operation in the Air Force has evolved and grown

with the changing nature and sophistication of the aircraft and equip-

ment. Early in the history of aviation the pilot was responsible for

the bulk of the maintenance performance on the aircraft. As the

machinery became more complex the need for more capable and skilled

mechanics emerged. WI saw the development of master mechanics. These

individuals were responsible for and capable of handling almost any

maintenance problem which the aircraft might face. Even in these early

years, however, specialists were required to repair and maintain

specialized equipment such as radios, cameras, armament, etc.
2

The expansion of the Air Forces during WWII brought drastic

changes to the maintenance operation. In the four year period from

1940 - 1944, over 170,000 military aircraft were produced in the U.S.

and Canada. This drastic increase in the number of aircraft and

successive technological advancements being built into the aircraft
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made maintenance a more difficult task. The large number of people

and machines as well as the importance of the task, made training of

master mechanics an impossibility. Consequently maintenance personnel

were trained in specialty areas. This approach to job design allowed

the maintenance operation to be performed very capably. At the same

time it was possible to quickly train the large influx of relatively

unskilled individuals. The effectiveness of this approach is demon-

strated by the fact that peak employment reached approximately 750,000

in a few short years, technological advancements were significant, and

the maintenance operation performed well.
3

With the cessation of wartime activities a corresponding drop in

maintenance personnel occurred. By 1947 the number of maintenance

personnel had been reduced to some 56,000 individuals. The structural

arrangements that had worked so effectively during wartime were carried

forward into a peacetime environment. This viewpoint was perhaps best

depicted by SAC Regulation 66-12 published in 1949 by the Strategic Air

Command. The thrust of this document was the emphasis placed upon

specialization and strong centralized control. The document and the

whole concept of specialization and centralization received much

support from SAC Cosmand. This support is clearly demonstrated in a

report published in 1956 in which the performance of different SAC

wings on two different SAC bases was compared. Two wings on each base

were identified and using established criteria, one was classified as

a high performer while the other was classified as a low performer.

While performance on a multitude of variables was studied, two results

which emerged are of particular interest. First, the exercise of

authority (that is more active executive and coordinative groups) was

positively related to wing performance. Secondly, when the work situa-

tion was unambiguous and the production workers were able to see

clearly what the executive branch desired, they were more willing to

perform. Hence, the conclusion emerges that the centralization of

maintenance activities is conducive to effective maintenance. Further,

the specialization of the job (unambiguous nature of work to be per-

formed) leads to increased maintenance effectiveness. Thus support was

found for a more centralized control structure and specialization of

the tasks to be performed.
4
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This philosophy was also prevalent throughout the rest of the Air

Force. In 1956, Headquarters USAF prescribed a uniform maintenance

philosophy with the publication of AFiI 66-1. Although optional when

first introduced, by 1959 application of this structural arrangement

was mandatory. The intended purpose of the document was to provide

for a uniform maintenance posture throughout the Air Force. This uni-

formity would help minimize the transfer problem as personnel are

shifted to different duty stations and commands. However, as latitude

of implementation was given to the major commands the maintenance

structure was strongly influenced by a variety of command unique phi-

losophies and practices. In late 1971 steps were taken to provide

increased homogenity within the Air Force maintenance structure and

activities with the implementation of Project RIVET RALLY. The goal of

this project was the reaffirmation of standardized organizational

structure, standard procedures, specialization, and central control

throughout the Air Force. All deviations previously granted to the

various commands were cancelled, and command latitude necessary for

program implementation was sharply reduced.
5

There have been numerous changes to the AFM 66-1 as indicated by
the previous discussion. Figure 1 depicts current Air Force structure
utilizing the 66-1 approach.6

This structure incorporates the prevalent policies of the Air Force.

These policies, while not explicitly stated, are evident when observing

the maintenance operation at work. The first policy is standardization

of not only structure as previously noted but also practices and pro-

cedures. Such an arrangement provides for uniformity and the smooth

transfer of personnel from one base to another. Further, the same

forms, job techniques, management approaches, and systems are used

throughout the maintenance operation leading to substantial cost

savings. This uniformity and standardization has a cost for the organ-

ization as well. The cost is difficult to measure but usually takes

the form of lowered creativity and/or innovation. Further, adaptabil-

ity to unique environments can become a difficult process. A second
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unstated policy of the Air Force is the tendency to rely on labor

rather than machines. This makes the operation labor intensive and

very expensive. As indicated above, maintenance is performed through

the utilization of many specialists. As the aircraft have become more

sophisticated it has become necessary to employ even more specialists.

Thus a particular maintenance operation requires the coordination of

several specialists each responsible for only one particular area of

activity. Nonavailability of a specialist or disagreement as to what

part of the aircraft is actually malfunctioning can lead to serious

delays in the repair of an aircraft. Further, dual responsibilities

both in the shop and on the flightline can lead to lessened perfor-

mance, especially in the shop where work is likely to be interrupted.

A final policy is the orientation in maintenance activities toward

maximum organic selfsufficiency. This sufficiency is possible by

relying upon the repair cycle concept. This concept enables a weapon

system to be maintained at a high state of operational readiness on a

base by base level. This concept is very costly in terms of equipment,

inventory levels, and appropriately skilled personnel because of the

duplication involved.
7

These implied policies have resulted in a number of problems

which adversely affect goal accomplishment within the maintenance

operation.8 The first set of problems might be labeled production

problems, and come in several categories. The first category is time

lost while doing base or squadron details and in non-maintenance

training. Thus productivity is lower because worktime is taken for

activities that do not result in maintenance output. A recent study
9

by Drake, et. al., estimates that maintenance personnel working on

Army helicopters spend 4 to 5 hours in maintenance activities on a

typical work day. A second category of lost time is work done which

is unnecessary. Much time may be lost through excessive inspections

of aircraft. Still more time is lost through the use of unreliable

components which result in unnecessary troubleshooting and repair.

A final category of production problems are those which result from a

lack of group solidarity and cohesiveness. Maintenance teams are

composed of specialists from various shops brought together to solve

a particular maintenance problem. After the problem is solved the
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specialists return to their respective shops. The short duration of

the maintenance activity does not allow group identities to form.

Often, shop objectives and parocial interests can overshadow group

integrity resulting in reduced maintenance productivity.

A second problem stems from the repair cycle concept. Because

needed parts, components, facilities, or skills are not always avail-

able, long delays are typical in the maintenance process. In an effort

to reduce delays there is often a tendency toward increased cannibali-

zation. This policy only serves to increased the amount of effort

expended by the maintenance personnel. Personnel must expend effort

taking a part off one aircraft only to place it on a second. Further,

when the replacement part arrives it must be placed on the first air-

craft. This type of problem, long delays, typically impairs operation-

al readiness. A final type of problem has to do with employment

related matters. The large number of specialists categories, inhibits

organizational flexibility. A large quantity of technicians must be

deployed to support even limited size dispersals. Not only must people

be deployed but so must their equipment and tools. These two factors

combine to result in expensive and complex logistical support problems.

In 1973 facing declining budgets and skyrocketing costs, both

acquisitional and operational, a new program was developed. The Main-

tenance Posture Improvement Program was designed to improve all areas

of equipment maintenance and to identify potential manpower and other

resource savings. One of the innovative structural programs to evolve

from the MIPP activities was Production Oriented Maintenance Concept

(POMC). Because of its success this new structural arrangement was

instituted into selected MAJCOMs in 1977. Currently, a number of Air

Force Commands are using or have evaluated the potential for employing

the POMC concept under the name Production Oriented Maintenance Organi-

zation or POMO. The organization structure of a POMO organization is

depicted graphically in Figure 2.10

The POMO concept was first tested in TAC at MacDill AFB in 1975.

Initially, there were only two squadrons, but the organizational
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structure was modified to include the three squadrons depicted in

Figure 2. Under the POND arrangement, the DCM is left with the same

basic mission responsibilities and support requirements which were

held under the more centralized approach. However, the implementation

of these responsibilities was significantly altered. Also note that

two additional staff functions were created in the PO0M structure. A

brief description of Figure 2 is appropriate.

The Aircraft Generation Squadron (AGS) became the key squadron for

carrying out maintenance for the wing. The AGS is responsible for all

maintenance which is performed on the aircraft. This squadron is

further subdivided into Aircraft Maintenance Units (ANUs). These ANUs

correspond directly to the individual aircraft squadrons which comprise

the wing. The ANU is a smaller organization within a larger organiza-

tion and is designed to provide group solidarity and personal identi-

fication with an aircraft or a small number of aircraft.

The next squadron shown on the figure is the Component Repair

Squadron (CRS). The CRS performs a significant portion of the off

equipment maintenance which is directly related to the aircraft being

supported. Thus, in reality the CRS is subordinate to and supportive

of the AGS. This squadron performs many of the functions previously

handled by the Avionics and Field maintenance squadrons which existed

under a 66-1 structure.

The final component of the POMO structure is the Equipment Main-

tenance Squadron (EMS). This squadron is responsible for the remainder

of equipment maintenance which was not assigned to the CRS. This

squadron, like the CRS, also performs some of the old Field Maintenance

functions as well as most of the functions of the Munitions Squadron of

a 66-1 organization. This squadron is also subordinate to and support-

ive of the AGS.

The implementation of a POMO organization structure reflects a

change in direction and policy for maintenance operations with the Air

Force. These changes are not always clearly laid out but rather are

subtle in their application. Further the effect of these changes are

not easily measured or even known. The first change is a shift in

emphasis from efforts by an individual to the efforts of a group. The
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group becomes the focal point for determining organizational effective-

ness. The second change is movement toward a more holistic approach.

Emphasis is placed upon total system support (aircraft) as opposed to

support of individual aircraft system. Third, there is an increased

level of autonomy for both supervisor& and workers. Individuals lower

in the hierarchy are given more freedom to make decisions about how

their specific job is to be conducted. Fourth, and closely related,

there is an increased amount of delegation of authority for decision

making to both flight line and shop personnel. A fifth change is the

effort expended to enhance worker identification with the mission of

the maintenance organization. This is done by assigning AMUs to speci-

fic aircraft and by relying on the group processes mentioned above.

The final change is a realignment of duty responsibilities and training

requirements. This will allow for both greater utilization of the

personnel available and provide more flexibility for the organization

as it pursues its goals.
1 2

The above mentioned changes in direction and policy are clearly

seen when one looks at the POMO operation. It should also be clear

that the POMO concept is intended as a radical organizational change

from the 66-1 structure. Evans and Ferraro in a recent study provide

significant insight into factors behind the development of this new

structure. 13

The first and probably most significant factor is the moderniza-
tion of the tactical air fleet. With the aidition of the A-10, F-15,

and F-16 aircraft, the Air Force has obtained a new wave of technologi-

cally sophisticated aircraft built utilizing a modular approach to

construction and maintenance. For the first time the possibility of

organizing around an on equipment/off equipment became highly

plausible.

A second factor contributing to the development of POMO is really

a combination of several related items. First TAC experienced an

inventory increase of 200 aircraft bringing its total inventory for

aircraft to 1800. Secondly, to be better prepared for war contingen-

cies and to more closely simulate actual war conditions, an increased

sortie rate was established. Specifically, the sortie rate require-

ments under contingency operations was raised from 1.2 to 3.0 sorties
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per day per aircraft. A third item was that manpower resources could

be expected to remain constant. Thus TAC was faced with more work as

a result of more aircraft and increased production requirements with-

out additional people to do the work. Finally for the first time

maintenance requirements for spare parts were fully funded by Congress.

This gave the logistics manager tremendous flexibility in supporting

operational requirements of the consolidated maintenance organization.

The POMO organizational structure offers several advantages over

the traditional 66-1 structure. In a recent article by Townsend,
14

he noted several. First and foremost, it increases sortie production.

This occurs for several reasons, but primarily, increased productivity

is the result of the cross utilization of maintenance personnel.

Maintenance personnel operate within their own job category, but also

provide support for related activities. In addition all personnel

are trained in routine but necessary aircraft maintenance duties such

as launching, recovering, and towing aircraft. A second advantage

noted is that the system gets people closer to the job. This is done

by actually assigning specialists to the flightline or at least near

to it. This reduces delays caused by the complexity of the specialist

dispatch system used in a centralized maintenance shop. This closeness

to the flightline has an additional intangible benefit noted by

Anderton.1 5 Quoting experienced maintenance personnel, Anderton stated

that reliance upon the centralized maintenance system resulted in an

inability for maintenance workers to personally identify with a

specific aircraft. This often results in a lower quality of work

performed, as the specialist works on black boxes rather than on an

airplane. A third advantage to the POMO structure is noted by Nelson16

who states that the POMO structural arrangement returns decision making

authority to junior level officers and senior level NCOs. Utilizing

this structure, maintenance control is no longer charged with directing

and controlling the entire maintenance effort. Instead, maintenance

control is responsible for all scheduled on equipment maintenance and

monitoring pertinent unscheduled maintenance. The remaining mainten-

ance responsibility is delegated to branch chiefs and crew chiefs, who

are held responsible for sortie production. These three advantages or
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changes are designed to increase both the productivity and the flexi-

bility of the aircraft maintenance organization.

To suamarize, POM is a significant organizational change in the

maintenance organizations of the Air Force. The change is intended to

improve performance and indicates significant departure from standard

policies by the Air Force. Before evaluating this change further, a

model of organizational functioning will be constructed.

IV. ORGANIZATIONAL VARIABLES

The third section of this report will discuss some of the key

organizational or macro variables and assess their impact upon the

maintenance organization. Macro variables may be defined as those

variables which impact upon a given organization regardless of the

particular individuals currently composing that organization. That is,

these variables influence individual behavior yet are independent of

individual actions. The organization is the unit of analysis. That is

not to say that people are unimportant. They are crucial for the

organization to be successful or even to survive. However, individual

actions at a given point in time are constrained by many factors.

These factors are often beyond the immediate control of the individuals

who comprise the organization. Thus these factors serve to delineate

an arena within which individual behavior occurs. A careful analysis

of the arena is necessary if individual and organizational performance

is to be properly assessed. Ten macro variables will now be discussed.

This discussion will be followed by the development of a model of

maintenance performance, and a description of the maintenance operation

using the macro variables.

SYSTEMS THEORY

The first and perhaps most significant macro variable is the

systems theory paradigm. This model has revolutionized theorizing in

the social sciences, particularly the study of organizations. While a

detailed discussion of system theory is beyond the scope of this

study several key implications will be noted. According to Kast and

Rosenzweig, a system is defined as "an organized unitary whole con-

sisting of two or more interdependent parts, components, or subsystems;
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and delineated by identifiable boundaries from its environmental supra-

system. 17 This definition implies a state of continual interaction

between the system and its environment. The first issue raised by the

definition which needs further clarification is the dilemma between the

openness and closedness of the system. The more open the system the

greater the interaction and boundary permiability. The more closed

the system the less interaction and the more rigid are the system

boundaries. Most systems can be plotted along a continuum between

totally open and totally closed. Organizations are socially contrived

(man made) systems and are nearer the open end of the continuum. Sys-

tems are neither totally open nor totally closed but rather have ele-

ments of both. They need to be open in order for survival to be insured

by determining what outputs the environment desires from the organiza-

tion. This determination requires interaction between the organization

and the environment. However, in order for an organization to operate

in a rational manner, it must close itself to environmental influences.

This closed perspective allows the organization to link means to ends

as relationships between variables become stable, knowable, and quanti-

fiable. Thus organizations need to be at the same time both open and

closed.

A second issue which may be derived from the above definition is

equifinality. This term refers to the idea that there are multiple

means to the same ends within an organization. Thus an organization

can use a variety of resources and techniques to accomplish a desired

goal. Further, there is not only one right way or method for accom-

plishing a particular goal, there may be many appropriate methods.

GOALS

The second macro level variable to be analyzed and discussed is

the goalsetting process and the goals which emerge from It. All

organizations have goals or a desired state of affairs which the

organization attempts to realize.18 When talking about goals it is

easy to assume much more about the organization than is actually true.

To illustrate some of the problems utilizing goals to describe organi-

zational functioning, a maintenance operation will be used. Some

typical goals of a maintenance organization might include a certain
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level of sortie proficiency, a given percentage of reenlistment among

first term airmen, a reduction in damaged part& resulting from main-

tenance activities, an increase in organizational morale, or maybe all

of these. While not an exhaustive or maybe even representative list of

goals, three problems of using goals emerge which are of relevance to

this discussion. First, it is evident that maintenance organizations

like most other organizations have multiple goals. Further as is

true in all organizations, some of these goals are in conflict with

each other. For example, increased sortie proficiency may actually

lead to a reduction in organizational morale because of the extra

demands made upon maintenance personnel. A second issue results from

the first. Given a multiplicity of goals and conflict between them, an

organization can never be fully effective. It is simply impossible to

accomplish all of the goals which the organization establishes.

Finally, as the maintenance organization strives to meet the demands

placed on it by an environmental constituent (accomplishes one of its

goals) and thus be considered effective by that constituent group, it

is likely to be viewed as ineffective or even dangerous by other

environmental constituents. Returning to the example of the goal for

increased sortie proficiency, this third issue can be illustrated. In

order for a particular maintenance organization to attain a greater

sortie proficiency it may be necessary to make a change in operation,

or organizational structure, or actual work activities. Thus airmen

may have to work longer hours, work more productively, work in unfa-

miliar AFSCs (AFSCs other than the one originally trained for) or a

combination of all these factors. As the maintenance unit accomplishes

this goal and is assessed effective by the wing commander other consti-

tuents may have differing viewpoints. The logistics system may feel

that the maintenance unit is placing too many demands upon their

support system. The training system may argue that the training being

provided airmen is not appropriately being utilized, and hence the main-

tenance organization is ineffective.

There are two other problems commonly associated with the use of

goals. First there is the difference between official and operative

goals. Official goals are the general purposes of the organization

found in public statements and other authoritative reports and
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documents. Operative goals are those ends actually sought by the or-

ganization an evidenced by their day to day acti-ittes. 1 9 There may or

may not be congruence between these two types of goals. In the case of

incongruence the obvious problem emerges as to which goal to utilize in

measuring effectiveness of the organization.

The final problem relevant to the discussion of goals is concerned

with the concept of goal displacement. Goal displacement is the

development of clearly different goals from those professed at the

outset. That is, an organization has an official and operative goal A.

During the course of pursuing goal A, however, goal A is displaced by

goal B as the operative goal even though it remains the official goal

of the organization. There have been a number of explanations of this

phenomenon. The most insightful is called the goals-means hierarchy.

The hierarchy develops in the following manner. After a general goal

is established by an organization, it is necessary to transform the

goal into successively more specific subgoals in order for the goal to

be implemented at lower levels within the organizations. Thus means to

overall goal accomplishment become goals at lower levels in the organi-
zation. Further, lower levels lose perspective of the overall goals of
the organization. Environmental constituents interacting with lower

levels of the organization accurately observe that the organization

has lost sight of its goals; the means have become the goals.

ORGANIZATIONAL SIZE

The next macro variable to be considered, the size of the organiza-

tion, has multiple implications for organizational performance. Before

looking at the impact of size on organizational performance a concep-

tual problem relating to the accurate measurement of organizational

size needs to be resolved. The issue is what variable to use in order

to measure size; number of employees, amount of assets, sales volume,

etc. Although still unresolved, the high correlations reported between

various measures of organizational size give assurance that most ap-

proaches employed will result in reasonably accurate measures.

The size of an organization has been researched to better under-

stand its impact upon structural arrangements and upon individual per-

formance. It is intuitively appealing to think of a direct casual
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relationship existing between size and organizational structure, the

larger the organization the more structure one is likely to encounter.

There is research which supports this viewpoint.20 ,21 However, there

is equally valid research which indicates an opposite point of view,

size and structure are unrelated. Hall, Haas, and Johnson conclude in

a study of varied organizational types, that neither complexity nor

formalization can be implied from organizational size.22 Size may well

be correlated with structural differentiations but one cannot say that

size generated or caused these differentiations.

The impact of size upon the individual is also an important con-

sideration. A large organization presents many unknowns for the

individual. The size of the organization is probably one of the first

things a person notices about an organization. However, size has

probably little effect on the actual performance of an individual.

Research does not support a hypothesis of lessened productivity or

satisfaction among workers in large organizations. The explanation may

well lie in the role played by the informal organization. Or the

impact of the large organization may be moderated by the contemporary

society in which we exist. Society today is dominated by large organi-

zations and our life styles and value systems have changed to reflect

this reality. The mere existence of a large organization does not

generate the anxiety and stress that it once did.

TECHNOLOGY

One of the most important macro variables to be considered is

technology. Technology as used in this study is not synonymous with

automation. Rather it is a more inclusive term which includes auto-

mation as well as the procedures and the knowledge about the process

being studied. A number of technological typologies or classification

schemes have been developed to better understand technological impacts

upon organizations. One of the more interesting typologies was
23

developed by Thompson. He stated that all organizations can be cate-

gorized as predominantly employing one type of technology. They may

use other types as well, but rely primarily on one type to accomplish

their key mission. The first category of technology is labeled long

linked or assembly line production. The second type of technology is
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mediating. Here the organization links client& or customers who are

or wish to become interdependent. The final type i labeled intensive

technology. Here a variety of techniques are drawn upon to achieve a

change in an object. But which techniques are used and the order in

which they are applied is dependent upon feedback received from the

object being changed.
24

While it is obvious that organizations employ different types of

technology it may not be clear that interdepartmental relations are

related to the type of technology employed in the organization.

Thompson also notes three categories of relationships. The first is

called pooled dependence which is best expressed by the attitude "We're

all in this together." All of the departments are indirectly dependent

on all of the others for overall organizational success. However, the

actions of one department do not directly impinge upon the actions of

another. A second type of relationship is labeled sequential. As the

name implies, the outputs of one department serve as inputs to the next

department. For example, B cannot begin working until A has completed

its tasks and C cannot begin until B is finished and so forth. The

dependencies are obviously much greater in this type of an arrangement
than in pooled. The third relationship has the greatest number of
dependencies. Under this relationship the output of A is the input

for B but unlike sequential dependency, the output of B is the input

for A. Thus the two departments have a reciprocal relationship. For

example, the output of a flight squadron is aircraft in need of main-

tenance. The output of the maintenance organization is maintained

aircraft which are operationally ready.

Each grouping is a more inclusive coupling of the departments

making up the organization. That is, not only does the maintenance

organization have a reciprocal relationship with operations, there are

also sequential and pooled relationships as well. The type of techno-

logy employed and the relationships between departments have tremendous

impact upon the nature of the job tasks found in the organization and

upon the individuals who are members of that organization.
25
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COPLEXITY

Complexity is another macro variable that influences organiza-

tional and human performance. As in te case of the size of the

organization, complexity is one of the first characteristics that is

noticed by an individual when initially encountering an organization.

Further, an organization may be complex or different parts of the

organization may vary in the amount of complexity which they possess.

There are three elements of complexity. The first is horizontal

differentiation, or the subdivision of the tasks performed by the

organization. These tasks may be subdivided in two basic ways. The

first is to give highly trained specialists a rather comprehensive

range of activities to perform, i.e., the use of professionals respon-

sible for the completion of an entire operation. The second approach

is to minutely subdivide the tasks so that nonspecialists can perform

them. This latter approach is clearly seen in assembly line situa-

tions. Hage defines complexity in terms of the amount of horizontal

differentiation found in an organization. He states that the greater

the number of occupations in an organization and the longer the period

of training required, the more complex the organization.
26

The second element of complexity is vertical differentiation or

the depth of the hierarchy. This element is more straight forward

and more easily quantifiable than the horizontal element. The usual

approach is to simply count the number of levels in the hierarchy

between the highest and lowest positions. The more levels there are,

the more complex the organization. One limiting assumption needs to be

noted. It is assumed that authority is distributed in accordance with

the level in the hierarchy. If this assumption does not hold, a

misleading viewpoint emerges. For instance, if an organization con-

tains many levels, yet authority is concentrated at the top of the

organization, it would not be as complex as the number of levels

would indicate. A final element comprising complexity is spatial

dispersion. This dispersion can take place either horizontally,

vertically, or in both directions. The more physically separated are

activities and power centers, the more complex the organization. It

should be obvious that these elements can and often do covary. Thus
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organizations are seen to exist on a continuum from low complexity to

high complexity as the organization adds an increasing number of

occupational specialties, hierarchial levels, and geographic locations.

FOMALIZATION

Another macro variable is formalization. Formalization is defined

as the rules and procedures which are developed to handle the contin-

gencies faced by the organization. It can be measured by the propor-

tion of codified jobs and the range of variation that is tolerated

within the rules defining the jobs. Formalization varies along a

continuum from low to high. The smaller the proportion of codified

jobs and the wider the variation allowed in performing those tasks,

the less formalized the organization.

Before looking at the impact of formalization on organizational

performance, one significant methodological question needs to be

resolved. The issue is how should formalization be measured. The

easiest approach involves a straight forward enumeration of the rules

and procedures which exist in an organization. However, the simple

fact that the rule was written down is no assurance that the rule is

enforced. And if a sizeable proportion of the written rules are not

enforced, the question of whether the organization is formalized has

not been answered. In such a situation, it would appear that the

organization is not formalized and the rules are merely procedural

formalities or useless relics left behind as the contingencies facing

the organization have changed.

To overcome the deficiencies associated with simply counting

the number of rules, a second approach utilizes individual member's

perceptions of the formalization of the organization. In other words,

formalization is defined as the extent to which individuals perceive

the organization to be formalized. As would be expected these two

approaches yield somewhat different results. The activities which

occur in an organization are often very different from what official

statements of the organization would lead one to believe. One will

recall the discussion concerning the difference between official and

operative goals. The same findings would be appropriate relative to

rule enforcement within an organization. The formal system is useful,
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however, as it prescribes the parameters fron which any deviation that

does occur can be measured. Further, the formal system serves as a

starting point from which actual behavor in the organization begins.

There are two closely related topics which are of interest to the

discussion of formalization. The first has to do with conflict which

is frequently noted between formalization and professionalization. As

will be recalled from the discussion of complexity, the use of pro-

fessionals is one way to horizontally differentiate an organization.

The professional brings to the organization a set of behaviors or

guidelines learned in another organization. These guidelines prepare

the individual to accomplish certain job tasks and to exhibit learned

behavior patterns. When rules and regulations, i.e., formalization, is

imposed upon the professional the issue of redundancy becomes a prob-

lem. The professional feels that the formalization is telling him/her

to act in a way in which he/she has already been trained to act. This

situation is often an uncomfortable one for the professional as he/she

is made to feel less than a professional by the imposition of rules

which serve to reduce or eliminate professional discretion.
2 7

The second related topic to formalization is the creation of roles

within the organization and the resulting role behavior. In a book by

Kahn et al the notion of roles in an organizational setting is dis-

cussed. They argue that positions are created within an organization

by the nature of the tasks to be performed and interactions required

of the position by other positions in the organization. Further, the

nature of the tasks and required interactions elicit certain behaviors

from the individuals who occupy those positions. The extent to which

the expectations about how a particular role is to be played are for-

malized is an important determinant of how the role will be played and

how the individual will react to his/her siutation in the organiza-

tion.28 The study of role behavior is an extremely useful technique

for examining the relationship between an individual and the organi-

zation. It provides one of the more useful methodologies for com-

bining macro and micro variables into a workable model of organiza-

tional performance. However there are still other macro variables to

be analyzed.
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CENTRALIZATION

Centralization is a macro variable which I* defined as the extent

to which power distributions are determined in advance by the organi-

zation. The amount of centralization varies from organization to

organization and can be applied to Individuals or units, or more

commonly to levels in the organization, or to both. In measuring the

degree of centralization within an organization, it is necessary to

determine where in the organization decision making is occurring. If

most decision making occurs at the top of the organization, the organi-

zation is considered to be centralized. Care must be taken, however,

before over generalizing. If lower level personnel are making deci-

sions, but the decisions have been "programmed" by organizational

policies, the organization remains centralized. The related area of

evaluation clarifies this point. If individual behavior is evaluated

by people at the top of the organization, regardless of where decisions

are made in that organization, it is still centralized. This is true

because the evaluators are able to influence the behavior displayed.

The degree of centralization in an organization and its appropriateness

depend on several variables already discussed, notably size and techno-

logy. Further, the environment and the power structure also have

significant influences on the amount of centralization. Centralization

and formalization provide insight into the attitudes which the organi-

zation has of its personnel. In essence a highly centralized organiza-

tion indicates an attitude that the personnel employed do not have the

insight or ability to make organizationally rational decisions. Conse-

quently, decisions must be made at higher levels in the organization.
29

POWER

As noted above, centralization is influenced by a number of other

macro variables including power. In fact it is not at all difficult to

explain centralization patterns within many organizations by using this

macro variable alone. Although power has been defined in a number of

ways, Richard Emerson provides a most insightful definition. He

suggests that power resides implicitly in another's dependency. That

is, to the extent that A depends upon B for goal accomplishment or

gratification, B has power over A. Thus power is the obverse of
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of dependency.30 If a person or organization ha no dependencies they

are free to behave as they, choose. Conversely complete dependency of

an individual or organization would be synonymous with powerlessness.

Most if not all Individuals and organizatione fall somewhere between

the two extremes. Thus power is a variable which varies from indivi-

dual to individual, from situation to situation, and from organization

to organization. The amount of power is not fixed for all time within

an organization, it can expand or contract. A final definitional note

about power is that it is an act. Power is something that is used or

exercised. This implies that the recipient in a power relationship is

crucial in determining if a power act has occurred. If the recipient

views an act as a power act, he/she will respond on that basis, re-

gardless of the intent of the actor.

There are many different categorizations of the types of power

reported in the research literature. Probably the most widely utilized

typology was developed by French and Raven. 3 1 Their typology is built

upon the relationship between the powerholder and the power recipient.

They state that there are five types of power relationships found in

organizations. The first type of power Is labeled reward power and is

dependent upon the powerholder's ability to reward the power recipient.

This type of power is useful only when the reward offered is desired by

the recipient. The same social relationship exists when the second

type of power, labeled coersive power, is employed. Coersive power is

the ability of the powerholder to punish the power recipient. Given

the same social relationship, the difference between these two types of

power lies in the perceptions and motives of the recipient. One

recipient may view a particular act as an opportunity for reward while

another views the same act as being punitive. The third type, legiti-

mate power, occurs when the recipient acknowledges that the powerholder

has the right to influence him and as a follower has an obligation to

follow the directions given. The fourth type of power is called

referent power. When a power recipient identifies with the powerholder

and strives to behave like him/her, the powerbolder is exercising

referent power. This power relationship is subtle and the powerholder

may or may not know that this type of power is being utilized. The

final category of power is expert power, or power attributed to the
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powerholder on the basis of specialized knowledge. The power recipient

believes that the powerholder has access to relevant information whic

the power recipient does not possess. All of these types of power can

be found in organizations and except for referent power are also or can

be made part of the official authority system of the organization.

As mentioned previously, power varies. There have been a number

of studies conducted to ascertain why power resides in a particular

subsystem of an organization, and the flow of power through an organi-

zation. Several studies have supported the notion that power within an

organization is lodged with the subsystem that is most capable of deal-

ing with the most important contingencies faced by the organization.

The organizational unit that is able to cope and control the critical

functions of an organization gains a strategic advantage over other

units. This advantage is utilized to improve the subsystem's power

position and to ensure a greater share of the organizational rewards.

Further, power has a self perpetuating effect. Once an organizational

unit gains power, it seeks to maintain it, and usually has the
32

resources to do so.

Power is a significant macro variable whose impacts upon organi-

zational performance can be clearly observed. However, the power

structure in an organization is limited by several factors. First,

while the amount of power in an organization varies from situation to

situation, it does not vary much. Factors leading to an increase or

decrease in power are typically not sudden or rapid in their impact. A

second limiting factor is that at any given point in time the amount of

power within the organization is fixed. If one subsystem gains X

amount of power, then another subsystem or group of subsystems must

lose an identical amount. Finally, external factors can influence

which organizational units gain and which subsystems lose power. An

example from industry makes clear this point. As a result of the

creation of the National Labor Relations Board (NLRB) by the Federal

government, the labor relations and personnel specialties gained

tremendous power in business organizations. Much of this power came

at the expense of the line supervisor who lost tremendous latitude and

discretion in the performance of his duties. The impetus for this

change in power relationships came from an external source, the

79-27

LL



federal government.

LEADERSHIP

The next macro variable to be discussed is often viewed as a micro

variable. For purposes of this study, the leadership behavior to be

analyzed is the behavior of the person in the top position in the

organization and the impact of this behavior upon organizational per-

formance. Leadership is often cited as the key variable in explaining

and understanding organizational behavior. While a change in leader-

ship offers an extremely easy solution for dealing with organizational

problems, such an approach is more likely to coverup the problems

plaguing an organization than it is to provide a workable solution.

As should be evident, leadership is only one of the variables influen-

cing organizational performance. Leadership is important, in some

situations even critical, but in most situations it is heavily con-

strained by many of the variables previously discussed.

Leadership is defined by Etzion, "... as the ability, based on

personal qualities of the leader, to elicit the follower's voluntary

compliance in a broad range of matters."'33 Leadership is different.

from power in that a leader changes followers preferences while a

powerholder simply imposes preferences upon the power recipients. In

an organizational setting, leadership is a combination of occupying a

high position and displaying behavior which meets the expectations

which the followers have for that position in a particular situation.

The impact of leadership on the organization is not at all clear.

Little direct evidence exists as to the effect that top level leaders

have on organizational performance because little research has been

conducted on top level leadership. Studies of leadership at the

supervisory level are at best confusing because of the myriad of

dependent variables employed. Evidence seems to indicate that

supportive leadership leads to more positive attitudinal responses on

the part of subordinates. Further, some research evidence does suggest

that greater productivity is associated with supportive supervision.

However, there is an equally substantial amount of research literature

which reports no difference, or even less productivity when supportive

leadership styles are employed. As should be evident, other macro
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variables such as the technology utilized by the organization, the

number of professionals employed, or the level of formalization have

the potential to limit the impact which the leadership variable by

itself can have upon organization performance.

The arguments presented above relative to the impact of this

macro variable are contrary to widely accepted viewpoints of the human

relations school of management. Perrow, Hall, and Thompson offer

insightful critiques of this school of thought to the interested

reader.

ENVIRONMINT

The final macro variable to be discussed is the environment which

surrounds the organization. For ease of discussion, it is desirable to

think of the environment as existing on two levels. The first level

is the general environment which contains conditions likely to affect

all organizations, for example, the state of the economy, demographic

changes, etc. The second level is the specific environment of an

organization which contains other organizations and individuals with

which the first organization interacts.

Hall notes seven general conditions which affect most organiza-

tions.34  While not all of the conditions are equally critical or even

relevant to every organization, each condition has the ability to

become critical. The first condition is technological innovation.

Technology is a macro variable which has already been discussed. The

reason for including it again is that most technological innovations

occur outside older established organizations and industries. Organi-

zations do not exist in a vacuum. It is important that established

organizations be aware of and responsive to technological innovations

if they are to continue to survive. The organization may choose to

change and adopt the new technology, or it may choose to ignore the

innovation, or may even try to squelch the innovation. However, if the

organization is going to act, it must be aware of the technological

occurrences taking place in its environment.

Legal conditions are the second set of environmental conditions

affecting most organizations. The organization must be aware of

existing laws which serve as constraints to organizational action.

7
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Further, the organization should be aware of trends in the interpreta-

tion of existing laws or in the legislation of nev laws. The third

environmental condition is closely related to the legal condition and

is referred to as the political situation. This is a particularly

important condition for public spector organizations. Laws which

affect their operation and the resources necessary for their operation

are strongly influenced by the political leanings of the party in

power.

Economic conditions also affect all organizations. Changing

economic conditions can serve as a significant constraint or oppor-

tunity for a given organization. An organization must evaluate its

priorities and trim excess fat in recessionary periods. Conversely

during boom times, many activities are undertaken which are only

remotely related to the primary mission of the organization.

The fifth factor, demographic conditions, also affects all organi-

zations, as all organizations are comprised of people. As the popula-

tion served fluctuates, an organization must respond to these changes.

Demographic fluctuations also impact upon the organization's ability

to obtain appropriate human resources. The general ecological situa-
tion also must be considered by the organization. This condition

includes the social ecological system as well as the physical environ-

ment of an organization. This condition obviously varies from one

organization to another.

The final of the seven conditions is the cultural condition.

Unlike the previous conditions which are much more readily measurable,

cultural conditions are not. The lack of quantifiability does not

reduce the significance of this condition to the organization.

Numerous cross cultural studies have come to very similar conclusions;

the culture surrounding an organization has a major impact on the way

the organization operates. While few question the general impact of

culture on an organization, little can be said as to how much or how

strong the impact will be. For example it appears that the more

routine and standardized the technology, the less the impact of cul-

tural factors. Further, the impact of culture is not a constant; it

varies over time, and even over geographic regions of the same country.

The conclusion is softened, the culture influences organizations within
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it, but the extent of that influence is not readily determinable.

The specific environment of an organization ught be referred to

as the organization set. It to composed of organizations and Indivi-

duals in interaction with a particular focal organization. These

environmental constituents make specified damands upon the focal

organization which must be attended to if the organization is to sur-

vive and prosper. Further, the organization set includes similar

organizations with whom the focal organization must compete for scarce

resources. The focal organization may also use the similar organiza-

tions as a basis for comparing its own progress as well as a source for

new ideas and innovations.

The general and specific environments of an organization place

strong limitations on the performance of an organization. In fact, one

might be led to conclude that an organization is a helpless pawn at the

mercy of every environmental whim. This conclusion is erroneous.

Organizations exist in a reciprocal relationship with their environ-

ments, both specific and general. Organizations strive to maximize

the benefit received by the organization whenever it engages in en-

vironmental interaction. Further, organizations are themselves techno-

logical innovators, they seek to change laws and influence politics,

they have drastic impacts upon the state of the economy and their own

ecological system, they influence demographics and modify the culture

around them. Thus to a considerable degree organizations seek to mold

their environment to fit them. They do not simply adjust to environ-

mental demands. While the environment is seeking to bring about

changes in the organization, the organization is concurrently seeking

to modify the environment.
3 5

In an effort to summarize the information presented in this

section, the following formula has been developed. The formula is

intended to describe the relationships between the variables discussed.

Organizational Performance = f (S, L, P, C, OS)

St:T and E
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Where

S - Organizational structure (a construct consisting of

centralization, complexity, formalization, and the size

of the organization)

L - Leadership

P - Power structure

C - Goal setting process and resulting goals

OS - Other subsystems

T - Technology

E - Environment

Graphically these same relationships are depicted In Figure 3.

INSERT FIGURE 3 ABOUT HERE

The purpose of the formula and the graph is to emphasize that perfor-

mance within an organization is constrained and guided by a number of

variables. Many of these variables may be beyond the control of the

individuals whose activities they regulate. Using the macro variables

Just discussed, the information from the previous section, and Figure

3, the operations of a maintenance organization will now be discussed.

The first variable in the model to be examined is the systems

concepts. The maintenance operation is a subsystem of a larger system,

the Air Force. It exists in a close reciprocal relationship with the

operations subsystem. Further, the maintenance subsystem interacts

with numerous other subsystems (personnel, training, recruitment,

logistics, etc.) This list is obviously not exhaustive but rather
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intended to be illustrative of the numerous interactions between the

maintenance subsystem and other subsystem organizations. The actions

of these subsystems heavily constrain the actions of the maintenance

subsystem. For instance, the quality of the personnel employed, or

the availability of spare parts would directly impact upon the effec-

tiveness of the maintenance subsystem but are beyond its control. Thus

while the maintenance subsystem is seeking closure, the number of

dependencies preclude much movement in that direction. Finally, it

should be noted that in spite of the many efforts at creating uni-

formity by higher level managerial system, maintenance subsystems

still retain individual differences.

The goals of the maintenance subsystem also influence its overall

performance. While there is not direct evidence to indicate substan-

tial difference between official and operative goals, some amount of

goal displacement would be expected. As the goals pass down the

hierarchical chain, there is a strong possibility that they will

become modified significantly. This modification influences the

outcomes generated by this subsystem, especially at the base level.

It is also likely that multiple conflicting goals exist within the

maintenance subsystem which makes the measurement of performance most

difficult

The third variable is the structure of the maintenance organiza-

tion. This variable is a combination of four closely related vari-

ables: centralization, complexity, formalization, and size. The size

of the maintenance subsystem is probably not a significant variable.

At the base level, most maintenance organizations vary from 20-200

organizational members. While the subsystem would not be classified

as a small group, it is not large enough to encounter interaction

problems typical of larger organizations.

The maintenance subsystem would be classified as highly complex.

There are typically four or five vertical levels within the maintenance

subsystem at the base level. There are as many as twenty four occupa-

tional specialties (horizontal categories) on a base in the maintenance

organization. Finally, the maintenance operation is physically dis-

persed, being divided into multiple shops as well as being on the

flightline. All three of these dimensions serve to make the structure
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very complex.

The structure ie also very formalized. There are plethora of

rules, regulations, and procedures detailing the activities to be per-

formed. Many of the regulations are Imposed by the maintenance sub-

system itself, while others come from higher levels. Because of the

fragmentation of the work performed and the usage of nonprofessional

personnel, the need for a large number of rules and regulations to

coordinate the work becomes necessary.

Finally, the centralization within the maintenance subsystem

should be noted. The Air Force, like other military organizations

maintains structured and highly codified hierarchies of authority,

responsibility, and accountability. The maintenance subsystem reflects

these relationships in its operation. Authority, decision making,

and evaluation all reside at or near the top of the organization.

Hence the maintenance operation would be classified as being cen-

tralized. The maintenance subsytem is highly structured resulting from

a high degree of centralization, complexity, and formalization.

A fourth variable in the model are the power relations which

exist between the maintenance subsystems and other subsystems in the

Air Force. As noted, power is the absence of dependencies. Further,
the maintenance subsystem was noted as being dependent upon numerous

other subsystems. For example, the maintenance subsystem is dependent

upon recruitment and training for the quality of people which they get.

Further they are dependent upon logistics to supply them with needed

repair components, and upon the budgetary comnittees who decide how

many resources are allocated to maintenance. These few examples serve

to illustrate some of the dependencies of the maintenance subsystem.

The maintenance subsystem is not without power. It exists in a recip-

rocal relationship with the operations subsystem. Consequently, if

the aircraft have not been maintained then they cannot be flown. Thus

the maintenance operation does have a certain amount of power.

To summarize, the maintenance subsystem has power but is also

severely constrained by numerous dependencies. One of these dependen-

cies that is often overlooked is the role of tradition. Tradition has

played and continues to play a significant role in power relationships
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within the Air Force. It is interesting and somewhat surprising that

the majority of Air Force Staff level leadership comes from the opera-

tional rather than the maintenance subsystems. As will be recalled,

once a subsystem has gained power it is not easily taken away nor

given up.

The next variable which has direct impact upon the performance of

the maintenance subsystem is leadership. even though the maintenance

subsystem is not large, the leader (DC4) may have difficulty positively

affecting performance at the base level. The impact of quality leader-

ship may be muted by the constraints imposed by the other macro

variables. Secondly, the transitory nature of the individuals in the

DCM position serve to lessen the impact which a single individual can

have. Quality leaders are an important necessary condition to bring

about improved performance but this variable is not sufficient to

guarantee increased productivity.

The final two variables are more general in nature. In similar

manner to the other macro variables discussed, they directly influence

the performance of the maintenance organization. They also directly

influence the other macro variables. This is not to imply that no

interaction occurs between the variables previously discussed.

Obviously, there are significant relationships between many of the

macro variables. However, technology and the environment are likely

to have a greater impact upon other macro variables. Figure 3 has

been drawn to reflect the greater impact of technology and the environ-

ment. The reader should bear in mind, however, that performance is

influenced by all of these variables, and their relationship to each

other.

The environment has tremendous influence on the maintenance sub-

system's performance. Today the environment is usually viewed more as

a constraint rather than an opportunity for the maintenance organiza-

tion. For example, the political, the economic, and the ecological

conditions all are imposing significant barriers to maintenance per-

formance. The continuing political attitude toward reduced government

spending has restricted funds available. The inflationary trends in

the economy make the funds that are available less valuable in terms

of the amount of resources which can be purchased. Finally, the
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ecological environmental factors have been playing an increasingly

important role. The energy shortage and the dumping of nuclear wastes

serve as two examples of these problems. The legal and demographic

conditions are for the most part benign in their influence on main-

tenance performance. Some of the newer governmental regulations such

as OSHA and EEO are having some impact on the maintenance operation

however. Although the impact of cultural conditions on the maintenance

subsystem is somewhat mixed, this area seems to offer some opportuni-

ties. There currently seems to be a more favorable view of the mili-

tary than the attitude held five to ten years ago. This shift in

values provides an excellent opportunity for the maintenance subsystem

as well as other Air Force subsystems to increase the amount of re-

sources obtained from the environment. Further it may be possible to

channel favorable cultural support into other areas of environmental

interaction.

The final variable included in the model is technology and techno-

logical innovations. As with the environment, changes in technology

directly influence maintenance performance and the appropriateness of
the other macro variables. The maintenance operation would be classi-

fied as an organization utilizing an intensive technology. Further,

maintenance exists in a reciprocal relationship with operations. The

technological sophistication of the weapon systems which must be

maintained is highly complex and continually increasing in complexity.

The training requirements are becoming increasingly stringent and the

problems of skill or knowledge obsolesence have not been adequately

assessed. Organizational action may be approaching the limit of its

capability when working in this advanced technological mode. In any

event, the technology of the weapon systems and the technology of the

maintenance procedures required to maintain these weapon systems place

significant constraints on the performance of the maintenance sub-

system.

The next section of this report contains some hypotheses that

could be analyzed to compare mainteance productivity under a POMW

structure with that under the traditional 66-1 structure.
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V. SELECTED HYPOTHESES

The central premise throughout this paper is, that PON) was intro-

duced as a methodology for improving organizational performance of Air

Force maintenance units. On the whole, the liturature available

about POND would lead one to conclude that these suggested changes have

been successful in accomplishing their objectives. POND is a change

strategy which would be categorized as job enrichment. This managerial
36

technique was initially developed by Frederick Herzberg. Job enrich-

ment is an attempt to provide more meaningful work for the employee.

Many organizational change and development strategies can be traced to

this significant work. A recent study by Hackman expands on the con-

cept by describing an enriched job. Hackman states that meaningful

work occurs when an individual worker's job has task significance and

requires skill variety, has increased autonomy and responsibility,

and the worker is provided knowledge about his/her results.3 7 It

would appear that the intent of the PON1 structure is to provide for

these job characteristics.

If the POMO structure had implemented the above job changes and

if these changes are the relevant factors influencing satisfaction and
organizational performance then job satisfaction and productivity

should increase. To determine if these changes have occurred, the

following hypotheses are proposed for evaluation. The hypotheses will

be grouped into two groups. The first group will be related to the

attitudes and behaviors of the maintenance personnel. Many organiza-

tion behavior theorists argue that there exists a strong relationship

between job satisfaction and productivity. The second group contains

hypotheses which relate directly to productivity. In the first group,

each hypothesis will be presented, then discussed, and finally a

prediction as to its expected acceptance or rejection will be made.

H:I a. Aircraft maintenance personnel will perceive a greater

sense of participation in decision making under the PO0 structure.

b. The actual amount of participative decision making

occurring will be greater under the POM0 structure.

One of the advantages claimed by the proponents of PO1 is that
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decision making responsibilities will be placed in the hands of lower

level management, i.e., squadron leaders and crew chiefs. Thus it

would seem reasonable to expect that more participation by airmen in

decision making would occur. From the viewpoint of the macro model,

however, evaluation of performance still remains in the top levels of

the organization. Hence decisions are still made at that level and

the hypothesis will be rejected.

H:II Aircraft maintenance personnel wll perceive greater autonomy

for their work group under the POMO structure.

A POMO structure is designed to provide for delegation of author-

ity to lower organizational levels. Further A(Us created within the

AGS are intended to bring about group identity and solidarity. If this

is true then the work groups should perceive greater control over their

own activities. As noted in the macro model, however, the maintenance

subsystem is dependent upon a number of other subsystems. At the same

time dependencies also exist within the maintenance organization be-

tween the three main squadrons comprising POMO. Both the CRS and the

EMS are subordinate to the AGS with respect to the coordination and

timing of many of their operations. Hence, it is unlikely that main-

tenance personnel working in these two squadrons would feel that their

work unit has more autonomy. Therefore, with two of the three

squadrons likely to be experiencing less rather than more autonomy,

the hypothesis will be rejected.

H:III a. There will be greater reliance upon reward and legiti-

mate power relationships when the POMO structure is utilized.

b. There will be less reliance upon coercive power rela-

tionships when the POMO structure is utilized.

With an increase in responsibility and autonomy comes a corres-

ponding decline in the need by the powerholders to use force in order

to gain compliance. The airmen recognize that they are being treated

in a mature fashion and respond accordingly. Consequently, only rarely
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will coercive power be required. The acceptance of this hypothesis is

dependent upon the validity of three assumptions. First, it must be

assumed that airmen want additional responsibilities. Secondly, it

must be assumed that delegation has taken place and some power equali-

zation has occurred. Third, it must be assumed that the rewards

offered are those desired by the airmen. If these assumptions are not

met, the hypothesis will be rejected. It would be difficult to

demonstrate the validity of these assumptions. In fact one would have

to ignore substantial available data to accept the first and last

assumptions. Therefore, the hypothesis will be rejected.

H:IV Under the POMO structure, aircraft maintenance personnel

will tend to perceive of themselves as professionals.

This hypothesis is designed to test the notion that the POM

structure provides for increased skill variety. Under POM the AGS

does have broadened skill requirements for the airmen assigned to it.

Further, POM provides for the cross utilization of maintenance person-

nel in other AFSCs as needs arise. The definition of a professional

used in the macro model was a specialist capable of completing an

entire task by relying upon a variety of skills. POM is designed to

enhance the professionalization of maintenance personnel so this hypo-

thesis will probably be accepted. The one qualification that should be

noted is that this skill diversification may only be occurring in the

AGS.

H:V Aircraft maintenance personnel will perceive the work en-

vironment as being less formalized under the POMO structure.

This hypothesis is likely to be rejected. The primary reason that

this rejection is likely to occur can be explained in the following

manner. The perceptual approach to formalization measures formaliza-

tion by assessing the airmen's perceptions of the extent to which

rules and regulations are being enforced. While many job related rules

were eliminated with the implementation of POM, others were created in

their place. The POMO structure has,'no mechanisms to either encourage
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or discourage rule enforcement. Hence it is unlikely that POND could

help reduce formalization, perceived or actual, in the maintenance

organization.

H:VI Under the POMD structure, aircraft maintenance personnel

will perceive an increased freedom in making job related decisions.

The intent of POND is to simplify the maintenance organizational

structure. One of the key advantages associated with POO is that it

reduces the coordination necessary between various specialties required

to perform a particular maintenance operation. From the discussion of

the macro model it will be recalled that formalization is defined as

the extent to which jobs are codified and the amount of latitude in

conducting one's job. PON has provided no conditions for recodifying

jobs nor has it suggested ways to increase flexibility in performing a

particular job. Thus it would be predicted that the maintenance

organization remains highly formalized under PON and the hypothesis is

rejected.

H:VII The increased size of the maintenance squadrons operating

under the PON structure will result in a higher rate of maintenance

technician manhours consumed in direct labor.

Because of the smaller number of maintenance squadrons under the

POND structure, the number of airmen per squadron will increase. The

literature on size and its impacts upon organizational performance is

not conclusive. Consequently, this prediction is somewhat tenuous.

The hypothesis will be accepted.

H:VIII Under the POMO structure aircraft maintenance personnel

perceive a greater contribution to overall goal accomplishment.

As previously noted, under the POND structure decentralization of

decision making will occur. Research literature provides adequate

support for the notion that participation in goal setting leads to
9

increased satisfaction and goal accomplishment. If the airmen are
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actually involved in the decision making process one would expect to

find support for this hypothesis. However, as noted in the discussion

under the first hypothesis, delegation of decision making is unlikely

to occur. Therefore, it is predicted that this hypothesis will be

rejected.

H:IX Aircraft maintenance personnel will perceive a stronger

group identity under the POM0 structure.

One of the major thrusts of POMO is the increase in group solidar-

ity, cohesiveness, and identity. The structural arrangement is

intended to promote a team type atmosphere. This will occur as main-

tenance personnel identify with a whole weapons system, i.e., a par-

ticular plane, as opposed to subsystems comprising the aircraft. This

identification is particularly likely in the AGS, but will occur less

readily in the other two squadrons. The technology employed and the

formalization regarding transfers, placement, and training procedures

may reduce this identification. The prediction for this hypothesis

is mixed; for the AGS it will be accepted; for the other two squadrons

it will be rejected.

H:X Under the POMO structure, maintenance personnel will ex-

perience higher levels of job satisfaction.

The POMO structure is designed to enrich the jobs of maintenance

personnel. If this enrichment occurs, one of the key benefits will be

increased job satisfaction of the airmen. Their enriched jobs will

provide a sense of accomplishment and contribution to the overall

tasks of the maintenance operation. The jobs will require the exercise

of more skills and will provide feedback for self evaluation. All of

these factors contribute to more meaningful work and more satisfied

airmen. This hypothesis and the three which follow are closely

related. Thus, where job satisfaction is high, interpersonal and

group relations tend to be good, perceived productivity is high, and

leadership is evaluated in a positive manner. This hypothesis states

7 -
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that the POND arrangement provide& the necessary changes in maintenance

jobs which will result in increased job satisfaction. From the macro

model viewpoint this hypothesis will be rejected. The job enrichment

approach ignores several key variables, notably the environment and

technology. Further, the relationships with other subsystem, and

the power arrangements within the organization are discounted. It

is highly unlikely that job satisfaction can be improved without

addressing these macro factors.

H: XI Perceived work group relations among aircraft maintenance

personnel will be improved under the POW structure.

As noted above, when job satisfaction is high there is a tendency

toward good interpersonal relationships among work group members.

Further, group identity tends to promote positive intra-group rela-

tionships. Literature about POMO structure gives no indication of

potential intergroup relationship problems. However, it will be re-

called that the CRS and EMS are subordinate to the AGS. While the

subordination is only implied the potential for conflict exists.

Further, the complexity of the organization and the technology em-

ployed serve to make the formation of cohesive groups more difficult.

Consequently, the relationship between groups is likely to be unim-

proved and the hypothesis will be rejected.

H: XII Under the POM0 structure, perceived work productivity

will be higher among aircraft maintenance personnel.

The organization behavior literature argues that job satisfaction

leads to higher productivity. Some theorists argue that this relation-

ship is actually reversed; that is, productivity leads to job satisfac-

tion. In either event, given high job satisfaction there is likely to

be increased productivity. In the analysis of hypothesis X, the

likelyhood of high job satisfaction was questioned. The same arguments

would be appropriate to this analysis as to whether the changes insti-

tuted by POMO lead to increased perceptions of productivity. Thus the

hypothesis would be rejected.
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H: XIII a. Aircraft maintenance personnel will exhibit a more

positive attitude toward the organizational leader (DCM) under the

POM structure.

b. Organizational leader& (DCMs) under the pON

structure will experience higher levels of jolt satisfaction.

Assuming that maintenance personnel experience higher levels of

Job satisfaction, better group relations, and perceived productivity,

it follows that they would view leadership more positively. Con-

currently, if productivity and morale are both high it is likely that

the DCM will be more satisfied with the job which he/she is doing.

However, given the discussions of the previous three hypotheses, there

is no reason to believe that the assumptions will be met. It is

unlikely that maintenance employees under a POM structure have more

positive attitudes toward their leaders. Further job satisfaction for

the DCM is not likely to be positively related to the POMO structure.

Hence this hypothesis will be rejcted.

H:XIV The percentage of first-term maintenance airmen who will

re-enlist will be higher under the POMO structure.

This is the last of the attitudinal and behavioral hypothesis to

be evaluated. If the POMO structure results in all of the positive job

related factors mentioned in the above hypotheses, this hypothesis will

be accepted. Higher reenlistment rates would be expected if the jobs

are meaningful and provide the airmen with a psychologically rewarding

work opportunity. If the macro model is valid however, this hypothesis

will be rejected. The reason this rejection is likely is because the

POMO structure has done little to influence the variables which contri-

bute most directly to organizational activity. The POMD structure is

a whitewash intended to cover serious organizational flaws. After

working within the system for a short while, the airman is able to

detect that the POMO structure has not accomplished its intended

objectives. Faced with empty promises rather than substantive organi-

zational changes, the airman chooses not to reenlist. This hypothesis

will likely be rejected.
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The final group of hypotheses attempt to provide answers to

questions concerning actual output of maintenance organizations using

the POND structure. Each hypothesis is concerned with a slightly

different measure of maintenance productivity. However, the reasons

for acceptance or rejection of each hypothesis is likely to be the

same. Therefore, all seven of these hypotheses will be listed. Then

the likelyhood of accepting or rejecting all of the hypotheses will be

discussed.

H:XV The percentage of operational aircraft will be higher

under the POHO structure.

H:XVI The percentage of aircraft which are not flyable due to

maintenance will be less under the POHO structure.

H:XVII The percentage of aircraft which are not flyable due to

non-availability of repair parts will be less under the POND structure.

H:XVIII The percentage of aircraft which are flown as scheduled

will be higher under the POMO structure.

H:XIX The percentage of aircraft aborts will be less under the

POND structure.

H:XX The number of aircraft maintenance actions which require

cannibalization of repair parts from another aircraft will be lower

under the POM structure.

H:XXI The percentage of available maintenance technician man-
hours consumed in direct labor will be less under the POND structure.

This last group of hypotheses were taken from a study conducted
38

by Foster and Olson. The output of the maintenance organization is

readily measurable, serviced aircraft. But there are numerous methods

of reporting the service provided, hence a need for multiple hypo-

theses. One would expect to find a high level of correlation between
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these measures and uniformity in the acceptance or rejection of the

proposed hypotheses. There are two reasons why these seven hypotheses

are all predicted to be rejected. First the Foster study could find

no support for the hypotheses and rejected all of them.39  Secondly,

and more significantly, the POM structural arrangement is an attempt

to change some of the micro variables within a maintenance organiza-

tion. No conclusive results exist today which link changes in micro

variables to changes in productivity of the organization. The POMG

structural arrangement gives only limited attention to the problems

created by a couple of the macro variables, centralization and com-

plexity, and ignores the others completely. The intent of the POMG

structure is to increase the productivity of the maintenance organi-

zation. It is predicted however, that productivity has not increased

and may well have decreased as a result of the implementation of POM.

The hypotheses will be rejected.

This section has presented twenty one hypotheses which may be

tested in order to compare aircraft maintenance under a POMG struc-

ture with the maintenance performed under a traditional 66-1 structure.

Each hypothesis has been discussed and a prediction as to its likely

acceptance or rejection has been made. The next step in the research

project is the selection or development of a research instrument.

VI. POTENTIAL RESEARCH INSTRUMENTS

In a research undertaking of this nature there are basically two

methods for obtaining a research instrument. The first is to utilize

existing instruments. The second method is to develop new ones or to

make modifications to existing questionnaires. Given the standardized

nature of the research questions, existing questionnaires would provide

the most efficient results. Therefore, the procedure recommended in

this study is to utilize existing questionnaires making minor modifica-

tions where necessary.

There are two major sections of the instrument that would be

employed to collect data. The first section contains general classifi-

cation type questions such as rank, experience in job, duty location,

etc. This information allows the data to be categorized so that com-

parisons between category types can be made. The second section
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contains questions intended to capture the attitudes, perceptions,

and intended behaviors of the respondents. This section would be

further subdivided into divisions containing questions relevant to the

particular attitudes or perceptions of interest. For example, the

instrument would have divisions pertaining to a respondent's attitude

toward job satisfaction, the freedom felt to perform the work assigned,

the quality of interpersonal relationships, or the perceived capa-

bilities of the organization's leadership.

There are numerous instruments which have been developed which

could be utilized to gather the necessary data to test the hypotheses.

Four different instruments were discovered during the course of the

library research. The first is a 71 item questionnaire developed by
40

Noyes and Parker. This particular instrument would require sub-

stantial modification and therefore will not be utilized. A second
41

instrument was the one developed by Foster and Olson. This instru-

ment could be utilized but would need to be expanded in several areas.

Either of the last two instruments seem to have the flexibility and

coverage necessary for this study. The first such instrument was

developed by Hamilton. The study was conducted at the request of the

Air Force LG and had as an objective the determination of job related

attitudes of maintenance personnel. The 159 item questionnaire ade-

quately meets the data requirements of this study.42 The final

instrument was developed to better assess organizational effectiveness.

This 165 item questionnaire could also readily be employed to collect

data for this study.
4 3

To assess the actual productivity differences between POWO and

66-1 maintenance operations another set of data will need to be

collected. Data from standard reports of aircraft maintenance activity

and from the wing management should provide the necessary information.

Some information may need to be obtained from personnel offices, as

well. The data should be fairly standard and should not pose any

significant data collection problems.

The actual determination of which instrument to employ is not

necessary at this time. Proven instruments are available whose

validity and reliability could be readily determined.
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VII SUI4fAY
It is appropriate at this point to provide a brief suwarization

of this report. Faced with ever rising costs and diminishing supplies

of quality resources, the Air Force is becoming increasingly aware of

the need for efficiency of operation. This concern is particularly

evident in the areas relating to the human resource, where new pro-

grams for improving satisfaction and productivity are prevalent. In

1977 one such program, POO, was implemented into the maintenance or-

ganization of TAC. This job enrichment program was designed to improve

the productivity of maintenance personnel by a reorganization of the

maintenance structure. Further, the program was intended to provide

decentralization of decision making, increased identification with

a small group, and increased coordination between work groups.

Maintenance organization performance was then discussed by relying

upon organizational theory to develop a macro model. It was the

purpose of the model to depict factors which influence organizational

performance but which may be beyond the control of individuals who

currently comprise the maintenance organizations. The maintenance

organization was then described by relying on the variables included

in the model. The next step in the study was the development of twenty

one hypotheses which could be evaluated in order to compare maintenance

performance under the POWO structure and maintenance under the 66-1

structure. The final section of the report examined potential instru-

ments for collecting data to evaluate the hypotheses.

Since no data has been collected, the following conclusion is

tenuous. Based on the organization theory literature and the macro

performance model developed, the usefulness of the POO structure is

questionable. Organizational changes which do not take into account

significant organizational variables are doomed to failure. It is the

contention of this report that the POMO structure failed to deal with

these variables. POM0's impact upon maintenance productivity is likely

to be negligible or perhaps even negative.

VIII. RECO!2E2DATIONS

There areTthree recommendations which emerge from this study. The

first is a rentnder of the necessity to carefully evaluate new programs
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before they are implemented. It is imperative to avoid simplistic

single variable solutions to complex multivariable problems. Typically

these solutions treat only the symptoms and miss the real problem. Not

only do they miss the problem, frequently they serve to mask the real

problems facing the organization. This is not a recommendation to

cease efforts to improve organizational functioning. But problems

plaguing modern complex organizations are rarely solved with single

variable approaches.

The second recommendation is the empirical assessment of the

proposed hypotheses. The hypotheses are not without value as they

are currently written. They are useful for guiding further research.

However, they would provide much more information if they were

empirically tested. It is the intent of the author to implement this

recommendation through a follow-up mini grant. It is the contention

of this paper that the POMO has not accomplished its objectives of

increased productivity within the maintenance organization. This

contention requires substantiation with empirical data.

The final recommendation is of importance if significant improve-

ments in maintenance organizational performance is to occur. In fact,

most subsystems in the Air Force would likely improve their performance

if this suggestion is implemented. From a macro model viewpoint,

several organizational variables require the attention of the Air

Staff. Changes in these variables offer the greatest potential for

increasing the sagging reenlistment rates and enhancing productivity.

These changes, however, are very complex and will have ramifications

throughout the Air Force. For example, one method of dealing with the

complexity variable would be the creation of master technicians. That

is, assume that a maintenance technician has no desire to move into

supervisory positions. Then the question becomes, is it desireable to

force the individual into making such a move through the up or out

method of promotion. Another example is the number of rules, pro-

cedures, and guidelines which govern all aspects of the work arena.

While no one would discount the necessity of some rules and guidelines

the issue today is an over abundance of rules. The question could be

raised as to whether the Air Force has become so formalized as to

effectively squelch individual initiative and creativity. A final
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example will make clear the importance of attending to the macro

variables proposed in this report. The technology employed by the Air

Force has become increasingly sophisticated. This sophistication

requires a subsequent upgrading of maintenance personnel and increased

input by the maintenance organization in Air Force level decision-

making. However, the power structure in the Air Force and high level

Air Force leadership continue to reflect the importance attached to the

operations subsystem. This is not to say that operations is unimpor-

tant. Rather it is simply an attempt to note that this subsystem is

disproportionately represented in high level leadership and decision-

aking.

The implementation of these or similar changes will be difficult.

The complexity of the changes will preclude simplistic approaches. The

magnitude of the problems can not overwhelm high level decision makers

to the point of inactivity. Rather careful attention to the revitali-

zation of the organization must continue. The task is unending, but

the reward of organizational survival is worth the effort expended.

t5
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EVALUATION OF R&D PROGRAM ON COMPUTATION FOR SIMULATION

By

Professor Marshall Waller

ABSTRACT

An evaluation of the AFHRL R&D Program on Computation for Simulation

was performed by examining the design and performance characteristics of

the Advanced Simulator for Pilot Training, by reviewing the Air Force

Systems Command current research objectives in science and technology, and

by coordinating, formatting and analyzing project research data.
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I. INTRODUCTION

The responsibility for R&D in flying training technology for the AF

Human Resources Laboratory resides with the Operations Training (OT)

Division at Williams AFB, AZ. The scope of the OT program is significant

in terms of personnel, funds and facilities. OT develops, tests, and

evaluates newly developed hardware, software, procedures and techniques for

improving all phases of USAF flying training programs.

The major research tool of the Division is the Advanced Simulator for

Pilot Training (ASPT). This research simulator, provides operational

replicas of the F-16 and A-1O aircraft, and is used for research and

training 24 hours per day, 7 days per week. This simulator provides OT and

the AF with the latest state-of-the-art in flying training simulation.

There are considerable computer peripherals associated with the real-time

simulation, particularly for image generation and force cuing simulation.

This report discusses my efforts, as an Assistant Professor of

Mathematics and as a Flight Instructor, to become familiar with the

organization, functioning, technical aspects and state-of-the-art

represented by the HRL OT Division at Williams AFB, AZ. Within the time

constraint of ten weeks, I approached this task in three areas: I became as

familiar as possible with the ASPT; I studied the broader research

objectives in science and technology of the Air Force System Command (of

which HRL is a part); and I gathered, formatted and analyzed R&D data on

Computation for Simulation as part of a report for the Engineering Branch.
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II. OBJECTIVES OF THE RESEARCH EFFORT

There were three objectives in this research effort:

A. To become familiar with the design and performance characteristics

of the Advanced Simulator for Pilot Training (ASPT) as they relate to the

A-1O and F-16 aircraft, plus learning and observing the organization and

functions of the Operations Training Division of the Human Resources

Laboratory at Williams AFB, AZ

B. To study the Air Force System Command's (AFSC) current research

objectives in science and technology, particularly in the Electronics

Technical Subarea.

C. To gather, format and report on R&D data pertaining to Computation

for Simulation.

III. ACCOMPLISHING THE OBJECTIVES

A. I became familiar with the ASPT by conference with scientists and

engineers in the OT Division; by reading extensively through reports which
are part of the files of the Division; and by being present at briefings
and meetings pertaining to the history, development and to the on-going

business of the Division. I was given full freedom to discuss any matter

with military, civil service or contractor personnel. As a pilot, I also

benefitted from observing other pilots training in the ASPT, as well as

from flying them myself.

B. I studied the AFSC research objectives in science and technology by

reviewing the 1980 Research and Planning Guide. This document of nearly

300 pages identified research needed by the AF in the mid and long-term.

The seven technical areas covered in some detail were Life Sciences,

Material, Geophysics, Aerospace Vehicles, Propulsion and Power, Weaponry,

and Electronics. The apparent threading of mathematical support throughout

all these subareas was of particular interest to me.

C. I volunteered for the opportunity to gather, format and report on

data pertaining to Computation for Simulation. (My Effort Focal Point for

this summer faculty research program, Mr. Warren E. Richeson, was Chairman

of the SubTAG on this subject, and was also a member of the steering group

for the overseeing Technology Advisory Group for Simulation).
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In this effort I was able to talk to, correspond with, and interact with

all eighteen SubTAG members, each a distinguished scientist or engineer

representing the state of computation for simulation R&D in the Army, Navy,

Air Force and Maritime Service.

D. In addition to the foregoing, I attended several scientific

colloquia which were sponsored by the Division while I was in residence.

IV. DISCUSSION OF OBSERVATIONS

In my opinion, the OT Division is a well-managed, funds-conscious,

efficient and effective organization, fully accomplishing the missions

assigned to it by the Human Resources Laboratory Headquarters at Brooks

AFB, Texas. The personnel all seem hard-working and conscientious. The

history, development, objectives, past accomplishments and plans for the

Division are well documented in detail, and are known to all appropriate

organizational elements. I found the technical and training missions of

the Division being accomplished with particular care and comprehensiveness.
My review of the research and technology objectives of the AFSC will be

continued when I return to my University, in order to determine if elements

of the University may wish to submit proposals to the AF for pertinent

research efforts.

V. RECOMMENDATIONS. I recommend that the:

A. OT Division continue with its present and future plans for AF

utilization of ASPT, improved by state-of-the-art technology in research

and training.

B. AFSC Research Planning Guide (TR 80-01) continue to be given the

widest possible distribution in Industry and Universities this year and in

the future.

C. SimTAG and the computational SubTAG continue to update compendia of

R&D information yearly, if possible.
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THE ASSESSMENT OF HUMAN FACTORS IN COMMAND CONTROL AND COMMUNICATION

SYSTEMS: APPLICATION OF NON-PARAMETRIC RELATIVE

OPERATING CHARACTERISTICS

by

Rik Warren

ABSTRACT

The problem of the assessment of human factors in command, control

and communication systems is considered. Previous attempts at producing

a practical quantitative method have failed and the reasons are discussed.

The key to assessment is to conceive of a commander as a decision maker.

The wortii of a system is determined by its impact on a commander's

decisions. Command decisions may be evaluated by signal detection theory.

This theory provides two classes of performance indices: one of decision

making quality irrespective of bias effects and one of inherent bias.

Practical problems in applying classical methods are discussed and new

methods and non-parametric indices are shown to be of operational value.

The importance of assessing bias effects in C3 decision making is

stressed.
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I. INTRODUCTION

Command, control and communication systems are becoming more

sophisticated and prevalent in today's Air Force operations, but they

are also becoming more costly. Hence, a major concern is their cost-

effectiveness. But intelligent determination of cost-effectiveness

requires an objective assessment methodology. This need for assessment

was recognized early and there followed several attempts at developing
2,3,4,5,6

an assessment methodology.

The success or failure of a C system is intimately bound to the

performance characteristics of the human operators who use the system

and this is expecially true as the system increases in complexity. As

Conley 7 points out: "At the present level of technology there is a
C2

limit to the complexity of a C system which can be produced without

a human playing an integral part in the process." This immediately

implies that the human factors aspects of C2 and C3 systems must be

carefully consideredin the design of a system for the system to succeed.

But determining the human factors contributions to C3 systems also

requires and objective, quantitative assessment methodology.

This need has also been recognized and human performance research

that may relate to the design and operation of C3 systems has been

reviewed 8 '9'1 0 and attempts have been made to integrate the findings

and make recommendations for C3  operations. 11 1 2 However, much remains

to be done in the area of the assessment of C3 systems in general and

Human Factors in C3 systems in particular as evidenced by recent

reviews on the state of the art. 1 3 ' 14 ,15 In spite of much effort,

no adequate assessment methodology exists today that is practical or

useful. Why is this so? And what can be done to acheive this goal?

One possible reason for the poor state of the art is the inordinate

degree of complexity inherent in the hardware, organizational, human,

and task factors that are the essence of C3 systems. The complexity

level is all too real and hence the appeal to complexity is not all
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that gratuitous, but such appeals must be taken as challenges rather

than as excuses else they grow tiresome. Another possible reason for

the poor state of the art is that there is conceptual confusion and

this, as Wittgenstein 16 points out, rather than the alleged complexity

or immaturity of a field may be the real culprit impeding progress.

Conceptual confusions may arise in several areas. Of particular

interest here are the definition of a C3 system, the identification

of the users of the system, and the nature of the tasks involved. As

will be discussed, there are problems with the existing definitions

or conceptualizations of what C3 systems are and this lack of

specificity or preciseness of the concept of C3 system may account

for some of the measurement problems. Our understanding of who the

users are is also incomplete and and understanding of the nature of
3the tasks to which C systems are applied will also influence our

ability to assess the degree of success or failure of a system.

The problem of the degree of success or failure of a system is

further exacerbated by still another source of conceptual confusion,

namely, the question of what constitutes good or poor performance.

Performance on a large class of tasks is not simply two-fold

catagorizable as "right" or "wrong": Modern Signal Detection

Theory has caused a revolution in psychology and the theory of

assessment by reconceptualizing "right" and "wrong" each into two

varieties. Although many areas of psychology have benefitted from
18

the new conceptualization, many areas have not due to the

difficulty of applying classical signal detection theory to them.

However, new techniques have emerged that will help extend the

benefits of signal detection approaches to such areas. In particular,

the assessment of C3 systems and human performance in C3 systems

could benefit from application of the new technology.

I. OBJECTIVES

The main objective of this project was to help clarify some of
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the conceptual confusions that have hindered the development of a

satisfactory, quantitative and operationally useful assessment

methodology for C3 systems in general and human factors in C3 systems

in particular. The particular areas of conceptual confusion that

may profitably be explored were identified in the introduction,

namely:

(1) The problem of definition of command and control and also command,

control and communication systems;

(2) The problem of the identification and role of the human users of

a C3 system;

(3) The problem of the identification and explication of the nature

of the tasks to which C3 systems are applied, and;

(4) The problem of determining what constitutes good and poor

performance.

This last problem deserves amplification since a main objective

of this paper is to suggest the desireability of using non-parametric

signal detection theory indices of performance for assessing human

factors in C3 systems. Specifically, signal detection theory stresses

the ubiquity of bias effects in system performance in addition to a

system's performance being "correct" or "incorrect". Fortunately,

although paradoxically, the theory provides bias free indices of

performance as well as indices of bias. Unfortunately, signal

detection methods have required very many areas that would otherwise

benefit from the theoretical advantages. However, there are now

available more efficient TSD indices that promise to be of practical

significance for general system assessment. This paper will thus

explore the problem of how to apply these methods and benefit from

their power.

III. PROBLEM OF A C3 SYSTEM DEFINITION

In order to discuss the assessment of human factors in C3 systems,
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it is first necessary to know what such a system is. Although there

is an official Department of Defense Definition,19 there is no simple
and satisfactory definition of a command, control, and communication

3system, let alone the command and control part of C , as evidenced by

the numerous discussions and attempts at definition. 4'9'20 Nickerson,

Adams and Pew,9 in their background notes for a recent set of major

workshops on human factors in command, control and communication

systems, have provided a working definition (p. 1): "For our purposes

a command, control and communication system is a system, the function

of which is to direct the activity of some organizational or

operational entity." This is obviously too broad a definition

and they immediately begin to narrow down the scope of the definition

by considering examples of the class of systems that have received

the appelation, namely, those in "space flight, commercial air

traffic control, law enforcement, disaster releif management, and

industrial production" (pp. 1-2) and especially, defense related

systems.

After reveiwing the official Department of Defense definition of

command and control - "the exercise of authority and direction by

duly designated authorities (p. 2)" - they proceed to discuss a key

feature of a C 3 system: Bidirectional flow of information to and

from a commander/controller. The supporting communication systems

tend to be very complex with a crucial dependence on sophisticated

electronic sensors and computer processing of and display of information.

The simple definition does not require computer technology and indeed

a simple system such as one based on indian smoke signals would

technically qualify as a C3 system. However, at least implicit is

the requirement of advanced electronics and computer display as

evidenced by another type of definition - that by example and

enumeration. Both Nickerson, Adams and Pew9 and expecially Parsons

and Perry4 provide extensive lists of C3 systems. Presumeably, these
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systems are to serve as examplars and all entail sophisticated electronic

technology.

These examplars and working definitions enable some progress on

C3 system development to be sure, but design and use of C3 systems will

remain more art than science until an adequate and explicit theory
3and defintion of C emerges. Likewise without a guiding theory, the

assessment of the human factors contribution will remain less than

optimal. How do you assess what is done without knowing what ought to

be done?

Purpose of C3 Systems and Goals of Assessment

To properly define and intelligently assess a C3 system, it is

necessary to know what the purpose or intended function of the system

is. The assessment is then simply a measure of how well the system

is performing its function. For purpose of this paper, the function

of a C3 system is simply to assist a human user to perform better in

a command and control situation than he would without the system.

More specifically, Nickerson, Adams and Pew 9 state that "The fundamental

purpose of a C 3 system is to optimize the quality of command decisions

and the timeliness with which they are made and communicated" (p. 21).

Focus on Human Factors and Scope

The operational goals of timeliness and quality of command and

control decisions can, of course, be influenced by hardware factors

but the direct assessment of hardware as hardware is not in the

domain of this paper. Human factors assessment is, in a sense, an

indirect assessment of the hardware base since a hardware configuration

that is inoperable, or more likely, less than optimally operable by

its user is inefficient, and therefore bad, no matter how sophisticated

it components.
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What is being assessed then is not the functioning of the hard-

ware as such but rather the performance and contribution of the human

user and operators in the context of the whole system configuration.

By the context of the whole system configuration is meant that any

system variable/aspect that may impact on a user's perfomrance rs

partially a function of (a) the decisions to be made, (b) the actions

to be taken, (c) the information display quality, quantity and rates,

and (d) formal and informal lines of communication.

This is one of many possible dissection of a C3 system. How

long should such lists be and what should be included in them? Nickerson,

Adams and Pew 9 (pp. 21-22) argue that:

"From a human factors point of view, therefore, two fund-

amental questions to consider about any C3 system at any level

of functioning are these: (1) What information should be

presented to the user, and (2) How should that information be

represented?. . .Indeed, the basic human factors problem in C
3

systems is not so much that of identifying what areas of

psychological research are relevant - because they all are -

but that of determining what specific research findings

(including potential findings) could have truely significant

impact on the degree to which these systems meet the needs of

their users."

This last phrase "needs of their users" is very crucial for

assessment. The problem of identification of needs is obvious, but

the problem of identification of users is more subtle. A C3 system does

not impact equally on all its users and not all users equally effect

the performance of the C3 system. Who are the users?
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IV. THE PROBLEM OF THE IDENTIFICATION OF THE USER

In general, the class of C3 systems to be considered will have

three classes of components: (1) the executive user or the commander

user, (2) none or more subordinate or support users, and (3) the

hardware. The executive user or the commander is a single person with

the final command/control authority and responsiblity for the use of

the system. The subordinate users may themselves form a positional

network or hierarchy. Their function is to operate the system hardware

and to to request, seek and pass on information either with or without

some modification or processing on their part. There is no attempt

here to assess the functioning of the hardware as such. The executive

and subordinate users are, of course, humans and it is their performance

within the system context that is to be assessed.

For purposes of this paper, the function of a C3 system may be

more precisely defined as that of simply assissting a Commander-user to

perform better in a command and control situation than he would with-

out the system. Notice that for purposes of assessment, the executive-

user is not considered a part of the C3 system. The focus of the

assessment problem should be on the performance of this user, the

commander, or more specifically on the relative performance of the

commander-user with versus without the system or as compared to with

another system.

The commander-user's performance thus becomes the key to the
3

assessment of a particular C wstem: A particular system's worth

is measured by its impact and only by its impact on the the commander-

user. The technical elegance, complexity or primitiveness of a

C3 system is totally irrelevant to its worth. The worth of a system

is to be measured only by its degree of meeting its goal and that

goal is to make a commander perform better.

The point to be emphasized here is that there is a profound

distinction to be made between the performance of the commander and
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the performance of the subordinate users.

What can be said of the performance of the subordinate users?

All human factors consideration with respect to the subordinate

users are to be ultimately adjudged by their impact on the ultimate

user, the commander. An assessment program that concentrates, for

example, on the effects of console design or data transmission rates

is doomed to irrelevance if there is no appreciable effect on the

commander. But this too has a subtle implication: Subordinate

user factors that do not result in a decrement in a commander's

performance may provide an intelligent basis for cost-cutting programs.

For example, if a color coded CRT screen of a subordinate radar

operator does not result in better performance by a commander then

any money spent on the color CRTs in wasted no matter how much the

subordinate operator's own performance or job satisfaction is improved.

This last point raises the distinction between local and global

measures of performance. There is no guarantee that improvements

in local subcomponents will have any appreciable effect in the

overall performance of the commander. Relevant here is also the

question of interaction among components and sub-users. There is no

guarantee that interaction effects among components or sub-users

will result in improved performance by a commander. What is being

presented here is not a case against the attempt to asses and improve

local sub-components but rather a cautionary note and reminder that

there is one legitimate criterion for assessing the performance of a

local sub-component or user, namely, the impact on the commander.

Local user benefits are not, of themselves, sufficient justification

for making recommendations about C3 systems.

The assessment question now becomes: How to assess the

commander's performance?
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V. THE PROBLEM OF THE NATURE OF THE TASK

In order to evaluate a commander's performance in a useful way,

it is necessary to define and delimit his task so that a quantitative

assessment is possible. There are, of course, many subtasks that a

commander is expected to complete successfully and an evaluation may

be rendered on each. It is easy enough to make lists of the various

subtasks and to devise performance measures for each. This may be

termed microassessment and is an inherently locally oriented

evaluation strategy.

Another approach is to look for the most general invariences

or commonalities across all tasks. That is the approach taken here

since any advances in such assessment would then have braod

application and generality. The most general conception of a

commander's task is that of the commander as a decision maker. This

conception of a commander as a decision maker has been strongly

preshadowed in the previous sections.

The emphasis on the commander as a decision maker means that

some very powerful evaluation techniques may be introduced. How

good a decision maker is a commander operating within the context of

a particular C3 system?

VI. THE PROBLEM OF DEFINING GOOD AND BAD PERFORMANCE

The framework for the evaluation of decision making that is

being advocated here is that of signal detection theory (SDT or TSD).

Many areas of modern psychology have been shown to be analyzable and

to profit by this approach. 17'18  Since the standard methodology of

classical signal detection theory is well known, 17 ,18 ,21 it is not
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necessary to review the techniques in detail here, but a few points

deserve discussion.

Signal detection theory distinguishes between two types of correct

decision and two types of incorrect decision. A person may be

correct by deciding in favor of an appropriate alternative, a "hit",

or by deciding against an inappropriate alternative, a "correct

rejection". A person may be incorrect by deciding in favor of an

inappropriate alternative, a "false alarm", or by deciding against

an appropriate alternative, a "miss". A person's hit and false

alarm rates are jointly determined by the person's decision making

ability or true sensitivity and also by the person's bias. Bias is

a tendancy to generally decide in favor or against an alternative

irrespective of the evidence and may be seen as a tendancy to be

"trigger happy" or "gun shy". Bias is, according to the theory,

determined jointly by a person's concept of the likelihood of an

alternative being correct, the "prior odds", and the relative

costs and benefits of each consequence of a decision, the "payoff

matrix".

A principal claim of signal detection theory is that bias is

unbiquitous. All decision making is inherently tainted by bias

effects. Although bias may never be eliminated, it can be numerically

indexed and placed under experimenter control, for example, by

explicitly manipulating the payoff matrix.

The effect of varying bias may be seen in the "relative operating

characteristic" or ROC curve which is a plot of hit rate versus

false alarm rate as bias is varied. A trigger happy decision maker

will have many hits but at the expense of many false alarms. A

gushy decision maker will make few false alarms but at the expense

of very few hits. Hence, a high hit rate or low false alarm rate

are not, in themselves, a reasonable measure of true decision making

ability or performance. Both hit and false rates must be simultaneously
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considered: A high hit rate at the expense of a high false alarm

rate may be as poor decision making performance as that resulting

in a low false alarm rate accompanied by a low hit rate.

The index of bias-independent decision making performance in

classical signal detection theory is termed d' and the index of bias

is called beta. Although these indices were very useful in numerous

psychophysical and decision making areas, they are not without

their drawbacks.

One drawback to the extension of signal dectection techniques

to many areas that could benefit is the tremendous time inefficiency

of the experimental procedures: Ideally several hundred trials

would be used to determine one value of d' and beta per person.

Even under experimental situations that permit one trial per every

few seconds, the methodology is inordinately cumbersome, time-

consuming and fatiguing for subjects. In a typical study, so many

sessions are required that so few subjects and so few performance

measures per subject are obtained that the results are not further

analyzable by analysis of variance or by multiple regression-multiple

correlation techniques and therefore this important step in research

must be foresaken.

A second drawback to classical signal detection techniques is

that the d' index is rarely computed correctly when data are obtained

by the popular rating scale method since the standard curve fitting

techniques are mathematically inappropriate. 22 ,23 Unfortunately,

the correct maximum likelihood procedure is not widely known and

practiced by psychologists. This correct procedure requires a

mathematical technique that is also unfamiliar and therefore avoided

by most psychologists.

A third drawback is that even if maximum likelihood computational

methods were used, the underlying parametric assumptions of classical
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d' and beta indices (equal variance and normal distributions) are

rarely, if ever, met. This vulnerability to assumption failure is

true also of any of the other d' procedures in addition to the rating

scale procedure. In sum, the classical signal detection indices

are often computed using inappropriate techniques and even when

computed correctly, empirically untenable assumptions are made to

justify the use of these indices. Hence, the potential benefits of

using this very sophisticated theory are called into question or

at least diluted by the problems of flawed empirical measures when

the theory is applied and also by the simple inabiliity to even

apply the theory to many research areas.

However, there are now available non-parametric signal detection

indices that simultaneously avoid the problems introduced by

inappropriate computational procedures and failures to meet equal

variance and normal distribution assumptions. In addition, the

new methods are relatively stable and tolerant of data from just a

few trials. The non-parametric measure of sensitivity is the area

under the relative operating characteristic curve. This may

efficiently be used with few trials if the rating procedure is used
21,24,25

and the computational methods are simple and straightforward.

There are several non-parametric indices of response bias2 1'26'27 but

the B" of reference 27 and the B of reference 21 seem the most

promising.

VII. RECOMMENDATIONS

Non-parametric signal detection methods are data-efficient

and may be applied profitably in many areas of human factors

assessment in C3 systems. Two distinct but complementary assessment

areas to benefit from this approach are:

One. The performance of individual users may be measured and

compared. This comparison may be within a user (for example, learning
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and fatigue effects), or between users (individual differences in

decision skill or bias).

Two. Entire C3 systems or their components may be assessed.

The performance of an entire system is acheived by comparing average

performance of several equivalent groups using different systems or

by comparing a particular user's performance on different systems.

Modifications to a system are here considered to produce different

systems. Hence, the effects of system modification can be assessed

using the same techniques as for entirely different systems.

Of special value is that signal detection methods provide two

independent measures of performance, one indexes the quality of

decision making irrespective of bias factors and the other indexes

bias.

A possible area of future research combines timeliness and bias

analyses. For example, Sidorsky 28 found that perceived advantage-

disadvantage in a command and control situation markedly effects

quality of performance. Two possible bias hypotheses are that

a commander who perceives himself to be at a disadvantage performs

poorly because (a) he becomes too conservative or "gun shy", thereby

requiring much information for a decision and hence acting too

late, or (b) he becomes too liberal ("grabbing at straws") and

acts too soon or risky without sufficient information. These are

not the only possibilities but they are worthy of investigation.

In conclusion, ROC methods permit the assessment of a

particular user's bias, but more importantly, it is recommended that

research be conducted on C3 situations that may induce general

shifts in bias across commanders,
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1. INTRODUCTION

Pattern recognition and digital image processing techniques for

computer recognition of objects have many applications that are of

great significance to the Air Force. One such method, originally

described bv Hu1 . in 1962, is that of two dimensional moment

invariants. This method is attractive since moment invariant functions

which two-dimensionally describe an object can be constr cted that are

(theoreticall v ) invariant to object size, translation, and rotation.

Thus, if the shape of the object does not vary these functions

will be independent of its orientation, and may be used to recognize

and to determine spatial characteristics of the object, without

further procesing.

Dtidani et al extended the use of two-dimensional moment

invariants to include the recognition of objects in a three dimensional

space for aircraft identification. His techniques are currently

being implemented in the Navy AUASAM and the Air Force IPAAACS

tracking systems. Teagtue has performed further investigation:, 3_4.

to annlv moment invariant;s to automatic image analysis, and for

target aimnoint selection, and just recently, the theory of moment

invariants has been expanded to include three-dimensional moment
5.

invariants.

Moment invariants are functions constructed from two-dimensional

centra! moments. Tht (1, + q)th order two-dimensional (raw) moment

i:. defined as:

Mno = xPYq (XY)dXdY (1)
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where

p,q - 0,1,2,---

(X,Y) = the density distribution
of the object.

and
10

X 4

X 00

00M M

Y Moo

MI1  (2)

MOO

M20
-, MO

M~ 00

etc.

e Since raw moments are affected by translation, they can be
referenced to theL object controid position R,i to eliminate this

variation. This defines the two-dimensional central moments:
',, co

Upq ) ) (X- ) (Y-f)<(Y,Y)d(X-X)d(Y-Y) ()

From this expression, the ,olynomials in X and Y can be expanded3 to

relate the central moments, to the raw moments:
p q q-s

r=O s=O

where (k) denotes a binomial coefficient.

HU has shown that the following combinations of central moments

are invariant to rotation, and furthermore, since they are formed

from central moments, they are also invariant to translation:
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M1 = (1120 + 102)

2 2
M2 = (120 - U02) + 4 112

M 3 = (I30 - 3112)
2 + (3121 - 103) 2

m 4 kP30 + 11i2) 2 + (121 + 103)
2

ms = (110 - 3p112) (130 + P12)

S[I130 + p12) - 3 (1121 + 103] ()

+ (311 - 103) (1121 + 1103)

13(130 + 112) - (12, 0.)]

(10 2 L' 30 Co %I, vi2P v103)]2
+ U. 01 , 03)

"6 1 - ()i3) +Oil(3
f~l! "2 o+ 11.,) (112, + 1103)

7 - (1 13 (1130 112)

* ['v13' + 11i )" - 3(121[ 103)]

-(la - ~ 03)T7 2]2 19!

' [N1: 3 0 + 11!,) - (121 + 103)]
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M7 is invariant in magnitude only, and changes sign under reflection

when a mirror image occurs.

Central moments can also be made invariant to similitude (size)

changes. Given the transformation in scale:

X = aX (6)

where a is a constant scale factor, the following expression I relates

the change in the central moments due to the variation in scale:

X p+q+ 2 (7)

pq pq

The new value, ' pq, can then be rescaled back to the original value,

k pq' by dividing by ai raised to the proper power. Note that if a is

known i, can be used directly, or can be determined by taking the

rat io

(\'o ) (8)

Using these values, the central moments can be calculated and

compensated for variations in similitude. The compensated central

moments are then used to calculate the moment invariants which are

invariant to changes in similitude, rotation and translation.

Dudani2 described an alternate approach to compensate the

moment invariants for variations in similitude. A radius of gyration,

2-(9)
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and B, the distance along the optical axis are calculated and used

to normalize the moment Invariants as follows:

MI = M. B

M2 M2 /r
4

M3 =M./r (10)

6
M = /r1/4 4

M5  = /r

M-' = M,/r1

Applying this method, the central moments are calculated as usual to

form the moment invariants. The moment invariants are then normalized

to comnensate for variations in similitude.

1I . OBJECTIVES

In the previous section. funcLions were described that are

theoretically invariant to similitude, rotation, and translation. In

a real system, however, anomalies are present that would cause these

functions not to be totally invariant. Two such problems are the

presence of noise, and less than perfect resolution of the object.

Imaging devices inject noise into the signal during image formation

and transmission, and the formation of a digital image involves the

mapping of the intensity values of an object onto an integer coordinate
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plane with less than perfect resolution. Also, roundoff errors, and

errors in computation are present. Since the defining papers1-5 do

not address these issues, the main purpose of this investigation was

to determine how these functions behave under these circumstances.

It appeared likeh, that some moment invariants would be more

sensitive to these anomalies than others, and therefore would be

less useful for object location and identification.

To support this investigation, both general and special

purpose digital image processing software was developed. For

brevity, however, and since this software is installation

dependent, only the general processing methods are discussed.
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III. The Effect of Noise on Moments and Moment Invariants

In order to determine the effect of noise on moments, and

moment invariants, the image shown in Figure 1 was processed. (This

image was originally generated by Michael Teague for other

applications.) Each background pixel (picture element) in the image

has an intensity value of zero, and each object pixel has the value

of 80. To determine the effect of noise on the moment invariants,

the object was rotated in 90 degree increments, after which uniformly

distributed random noise with a zero mean was added to the object. No

noise was added to the background pixels, since in practice, the

image is normally thresholded to separate the object from the background.

The noise was added in 5% increments, in a range from 0 to 25%, relative

to the intensity range of the image. (As an example, noise uniformly

distributed between -4 and +4 is specified as 10%.)

The effect of noise on the zeroth through second order moments

is shown in Figure 2, and tabulated in Table I. The moments are

specified only for the unrotated object, since these values vary

with rotation. M decreased with increasing values of noise,

indicating that the noise did not have a zero mean as expected.

(With a zero mean, M0 0 would tend to vary randomly around the zero

noise value.)

The other moment values decreased slightly with increasing noise,

with the largest variation of .767% given by M0 2. These results in-

dicate that noise alone does not significantly change the moment

values. The central moments exhibited similar variations, and are

not shown separately.
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Maximum Error ()

M00  .412

M 10.506

M01  .565

M20  .644

M 1 .708

M02 .767

Table I. Maximum Error of Raw Moments Due to Noise

The effect of rotation with noise on the moment invariant

functions is shown in Figure 3, and tabulated in Table II. For

zero noise, each invariant (except M7) intercepts the M axis at

two locations, once for zero and 180 degrees of rotation and

once for 90 and 270 degrees of rotation. This resulted from the

object having one less pixel in the former two cases, a situation

that is common in real data. The lower moments, exhibited minimum

change between intercepts, while excluding M7, M5 exhibited the

largest error with a variation of 8%. The maximum effect of noise,

defined as the maximum error between the zero noise value and

another noise value at the same rotation was also given by M5 and

was 5.9%.

The maximum error caused by both the difference in the number

of pixels, and the addition of noise is given by the maximum dif-

ference between the zero noise value at zero degrees rotation, and

any other value. These values are also tabulated in Table II. The

error from both sources are not additive and partially cancel each

other. The maximum error (exclusive of M7) is again exhibited by M5,

however, with a value of 9.2%.

M7 , exhibited anomalous behavior in every respect. For the

zero noise case, there were four intercepts with the M7 axis:
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+ 23 1
- .33(10 ), -.62 (10 and -.20 (103).

These values illustrate that M 7 is very sensitive during rotation,

even without noise.

What causes this large variation? There appears to be two

possible causes. First, is the change in the number of pixels

during rotationwhich may explain the large variation where no noise

was present.

Maximum Maximum Maximum Combined
Pixel Error (M) Noise Error (%) Noise and Pixel Error (%)

M .08 1.1 1.1

M2  .10 3.3 3.3

M3  3.17 1.4 3.1

M 4 4.30 3.7 5.2

M5  8.00 5.9 9.2

M6  4.10 3.8 5.4

M 
-

Table II The Effect of Noise and Pixel Error on the Moment

Invariants

A second cause appears to be that of integration error. For

these calculations, a modified form of the rectangular rule was

employed. This is the same method that is employed by the AUASAM

system. This technique forms the exact integration only for m0o

and has increasing error for higher order central moments. Since

M7 is dependent on the higher order central moments, it is possible

that the error for these values do not cancel, contributing to the

large variation.
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In conclusion, it was found that the raw and central moments

did not vary significantly with noise. The moment invariants did vary,

however, due to noise, the number of pixels, and perhaps due to

integration error. M5 and M 7 exhibited the greatest sensitivity

due to these causes, and do not appear to be useful for invariant

functions in real systems.

8
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IV. THE EFFECT OF SIMILITUDE ON MOMENT INVARIANTS

The test images shown in Figure 4 were processed to determine

how changes in object size affected the moment invariants. First,

the data picture with a scale factor of one was formed and used to

generate the other images via a reduction in scale. Note that even

though the reduced images are formed from the same master copy, they

are not "exact" reproductions. Furthermore, as the scale factor is

reduced, (i.e., .2) the resolution of the object is diminished.

Three computation methods were tested to determine their ef-

fect in compensating for changes in similitude. The moment invariants

that were calculated using these methods were compared against the un-

compensated values as shown in Figure 5. (For some invariants, the

values were normalized so that the different techniques could be

compared on the same graph). No noise was added during the processing.

The first method, denoted as Dudani in Figure 5, used the radius

of gyration, r, and the distance, along the optical axis, B (calculated

as B I/SF where SF is the image scale factor), to normalize the im-

age invariants, as specified in equations 9 and 10. The second

method, denoted as Hu SF, employed the value ci. SF for the calculations

given in equation 7. For the last method, denoted as Hu SQRT in

Figure 5,a was formed from the square root of the ratio of the zeroth

order moments as shown in e~uation 8.

The results show that none of the methods performed well, al-

though all of the compensation methods gave more uniform results than

the uncompensated values. Because of the large variations, no error

analysis was performed. M2 calculated using Dudani's method was the

only quantity that was invariant. In general, the Hu SF method

exhibited the best results for HI and M3, and Dudani's method gave

the most uniform results for M2 and M4 through M6.
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One reason that the compensated values were not invariant

was the lack of correspondence between the object dimensions, as modified

by the scale factor, and the object area. If an object is reduced by

a scale factor of .8, with infinite coordinate resolution, the number

of pixels which specify the object area are reduced by .64. This

cannot occur exactly with a digital image, however, because the object

coordinates are mapped onto an integer valued coordinate plane. For

the test image, reduction of the object by SF = .8 caused a reduction

in area of only .70. (This value can be readily determined from UOO) .

As a result, the ratio of the zeroth moments, and the radius of gyration

do not map into a straight line from .2 to 1. as shown in Figure 6, and

therefore cannot exactly compensate for the variation in similitude.

As shown in Figure 5g), M7 again exhibited anomalous behavior

during these processes, including both under and over compensation by

the same method. It is not known whether this was caused by the

previous problem, or by computation errors that result from the (:rror

in integration. Since M contains the largest number of higher order

central moments however, it seems likely that the latter is the cause.

These results again illustrate that the moment invariants, and

invariant nrocessing methods appear to be very sensitive to the

number of object oixels, and perhaps also to computation errors intro-

duced during integration. The effect of diminished resolution was not ob-

served in the results, because of the large changes introduced by these

problems.
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V. RECOMMENDATIONS

The results of the previous sections indicate that moment invariants

were very sensitive to the number and configuration of the object pixels,

and to computation errors introduced by discrete integration. In fact,

these effects caused variations of the invariant values that were larger

than those caused by noise, or by diminished resolution of the object.

In view of this it is recomended that a further study be made to isolate

these effects from each other, and from other errors, and to determine

the contribution of each effect to changes in the central moments and

moments invariants. Integration errors can be checked by taking an

object that is exactly integrable, two dimensionally, such as a

rectangle or an ellipse, and comparing the exact and computed values

for the central moments and moment invariants. The objective here is

to determine a more accurate and yet computationally effective method

to calculate the central moments. The sensitivity to the pixel con-

figuration can be determined by the addition or removal of one or more

pixels from various locations relative to the centroid position. In-

tuitively, it appears that addition or removal of pixels will have a

greater effect as they move away from the centroid. The objective of

this study would be to determine techniques (i.e., an interpolation method)

that would reduce this variation, as it relates to the moment invariants.
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EVALUATION OF DEPOT MAINTENANCE COST

ALLOCATION IN VAMOSC II

by

Paul L. Williams, Jr

ABSTRACT

As the operating and support costs become a larger part of the

life cycle costs for a weapon system it becomes more important

for those costs to be visible for management use. The Air Force

Visibility and Management of Operating and Support Cost II system

is a project to satisfy that need. This report is an evaluation

of the depot maintenance portion of that system. All costs

are not recorded by weapon system so an allocation procedure

must be used. The model, data base, computer implementation

and output product were evaluated. Ninety-five to ninety-eight

percent of the depot costs are available for allocation; eighty

percent are actually distributed. Discrepancies in the allocation

ratios were found and one computer program produced erroneous

output for FY79. There is a need for improved documentation.

Suggestions for allocating more of the costs are made.
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I. INTRODUCTION

The operating and support costs of a weapon system must be

visible when management decisions concerning that system are

made. The Department of Defense has published goals for cost

visibility. The Visibility and Management of Operating and Sup-

port Costs system is the Air Force's effort to satisfy those

goals. The Weapon System Support Cost subsystem is one part

of that system. Depot maintenance costs make up about 15 percent

of all the costs rolled up in that subsystem for a given weapon

system. This report is the results of a study that was made

to evaluate the depot maintenance portion of the Weapon System

Support Cost subsystem.

The evaluation is complicated by the fact that some operating

support costs are not reported by weapon system. Different tech-

niques using various independent variables have been devised

for allocating maintenance costs. Some are not applicable because

they depend on known values of the maintenance costs. Since

one constraint on the project is that no new data sources are

to be used, the choice of a technique depends on what information

is available and the selection of appropriate algorithms.

The evaluation procedure consists of an assessment of the

model used to allocate the costs, an assessment of the data base,

an assessment of the computer implementation of the model and

a determination of the adequacy of the output product.

I. OBJECTIVF

The main objective of this project was to devise a procedure

to evaluate the Weapon System Support Cost subsystem of VAMOSC

II. That procedure was used to evaluate and validate the depot
maintenance portion of the subsystem. Recommendations based

on the study were to be made.
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III. HISTORICAL SUMMARY

The following summary of the events leading up to the project

that is partially evaluated in this report is offered to identify

some of the terms/acronyms used and to place the project in the

proper perspective.

During a period of austere budgets all appropriations come

under greater scrutiny. Operating and support (O&S) costs for

weapon systems are no exception. Peacetime budgets have shown

an increasing percentage of the total defense budget being devoted

to O&S. Visible O&S costs by weapon system make it possible
to measure and evaluate trends, to identify shifting demands

and to focus management attention on critical resource demands

of new systems. In the early 1970s this was impossible because

accounting systems identified cost organizationally and functionally

rather than by weapon systems. In January of 1974 the DOD Weapon

System Support Cost Visibility Group was established to develop
a systematic plan for identifying DOD O&S support cost by weapon

system. The DOD Management by Objective 9-2 publication contains

guidelines for achieving the goals of quantifying appropriate
weapon system cost. There are three main objectives (6):

a. To develop service-peculiar O&S cost management infor-
mation systems which provide the capability of identifying O&S

costs by weapon system.

b. To expand weapon system O&S cost systems to obtain

detailed data on weapon system subsystem and replacement component

maintenance costs.

c. To standardize O&S costs and make the costs compatible
with the Uniform Depot Cost Accounting System.
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Guidelines for the implementation of methods to achieve these

goals were released. The Cost Analysis Improvement Group (CAIG)

published the "Operating and Support Cost Estimate for Aircraft

System Development Guide." Its purpose was to provide a framework

for review of new weapon systems. In October of 1975 DOD 7220.29-H

was released. It contained guidelines for uniform cost account-

ing at all depot maintenance activities of DOD. Its provisions

are applicable to all depot maintenance work done on operational
weapon systems. A data record is required for each type of mainte-

nance work as specified in the document.

To satisfy these requirements the Air Force developed the

Operating and Support Cost Reporting (OSCR) system. It was later

named the Operating Support Costing and Reporting (OSCAR) system.

In phase I of that development data for four aircraft systems

were manually processed. The computerized version for all active

aircraft systems was completed by January 1976. The first years'

data were for FY75. Subsequent data were added to the basic data

base. An OSCAR document states, "The Air Force, viewing the task

as a pilot effort, proceeded on the premise that sole reliance

had to be placed upon existing data sources, identification of
O&S cost to weapon systems could be accomplished without recourse

to the establishment of a new appropriation accounting system,

and the pilot O&S costs system would be confined to the total

weapon system and not its subsystem or major components". By

April 1976 O&S costs by weapon system were available on a limited

basis within a 24 hour period.

Another effort, Weapon System Cost Retrieval System (WSCRS),
was operational in 1978. Whereas OSCAR was developed as a manage-

ment information system, WSCRS was developed as a Oata retrieval

system. Both systems use the H036B depot maintenance file.

In order to avoid duplication and to centralize effort toward

Visibility and Management of Operating and Support Cost (VAMOSC)

the VAMOSC II project was begun in 1978. A contract was let
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to Information Spectrum Incorporated to develop and deliver system

specifications by February 1979. One constraint was that no

new data collection system was to be incorporated in the project.

There are four subsystems associated with the VAMOSC II project.

The first, VAMOH, is used to make necessary data conversions

so that the input data for the other subsystems is in the most

useful format. The other subsystems are the Component Support

Cost Subsystems (CSCS), the Communication-Electronic (C-E) sub-

system, and the Weapon System Support Cost (WSSC) subsystem.

Responsibility for the planning and execution of the VAMOSC

project was assigned to AFLC in May 1979. The office of VAMOSC

was created to oversee that responsibility.

AFLC/XRSM was assigned the task of validating the WSSC sub-

system. The statement of task in the study proposal is to

a. Investigate the algorithms used in the program logic

for adequacy, consistency and appropriateness in view of the

current O&S cost methodology.

b. Investigate sources of data used for the program

logic for precision and accuracy with a view for those data elements

that are captured by the source data system instead of feeder

data systems.

c. Investigate the current and proposed output products

with a view towards satisfying the table of accounts promulgated

by the Cost Analysis Improvement Group.

d. Make recommendations for changes resulting from the

above study areas, as appropriate.

One aspect of the WSSC subsystem is depot maintenance. Costs

incurred at the five ALC's and at the electronics facility in

Newark must be allocated to weapon systems. This report is the
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result of the validation/evaluation study of the depot mainte-

nance aspect of the WSSC subsystem.

IV. TECHNIQUES OF ALLOCATING COST

Two basic types of models can be used to make cost estimates

where actual costs are not available. A parametric model "uses

historical information from other programs correlated with per-

formance characteristics such as weight, speed, range, as the

basis for estimating the cost of a new system" (4). The other

type, called the industrial engineering model, depends on an

in-depth analysis of the necessary work methods involved. It

can be used as development progresses and more information becomes

available. Ordinarily, an industrial engineering model would

be used to estimate depot maintenance cost on operational weapon

systems.

The Uniform Cost Accounting System used at the maintenance

depots is such that some costs can be identified with a particular

weapon system. In order to satisfy the requirements of VAMOSC

II a valid procedure must be developed to allocate the other

costs. Various allocation algorithms may be considered.

Simple relationships may be used. For example, the Army

found that empty weight of helicopter was the best predictor

of maintenance cost (4). As an alternative, acquisition costs

could he used if it is reasonable to assume that expensive weapon

systems would be more costly to maintain than less expensive

ones. Maintenance costs for a given weapon system would, it

would seem, depend on the amount of usage that the weapon system

receives and/or the relative size of that weapon system as com-

pared to other systems. Consequently, one algorithm might be
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Weapon System Cost - (C1 + C2 * FHR + C3 * PHR) * Depot cost
where FHR - flying hour ratio for the weapon system

PHR = possessed hour ratio for the weapon system

CI, C2 and C3 are constants that may be zero

Depot cost = the cost to be distributed

Alternate forms of this linear relationship may be used.

For example, annual prorated cost for overhaul may be expressed

as a + bx where x represents the annual flying hours; a and b

are constants.

As more experience is obtained with a given weapon system,

other algorithms may be used. The simplest would be to use the

average of historical data. However, if accurate data by weapon

system is not available then this approach cannot be used. Mean-

Time-Between-Failures may be useful as a estimator. The costing

community may establish standard factors which have been deter-

mined with experience (3).

More complex algorithms can also be devised. For example,

the Navy Aircraft O&S Cost Model uses the function (10)

Component rework/FH = a * (MMH)b * (GTOW)c

where MMH = maintenance manhours

GTOW = gross take-off weight

a, b and c are constants to be determined

Obviously, this expression is meaningless unless accbrate

values for the independent variables are available to determine

the constants.

The choice of algorithm to be used depends on the data that

is available and on the experience that has been accumulated.
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V. DESCRIPTION OF WSSC SUBSYSTEM (DEPOT MAINTENANCE)

A diagram illustrating the depot maintenance data processing

procedures is given Figure 1. The H036 system is used to merge

and sort data from the Air Logistics Centers (ALCs) into a useful

format. To reduce the number of distinct Mission Design Series

(MDS) some similar ones with low activity are grouped together.

This gives a standard MDS (STD-MDS). Some STD-MDS's represent

a single MDS; others will represent a group. The VAMOOH subsystem

accumulates flying and possessed hour information for the STD-

MDS's under consideration. One program of WSSC (PIPNO of Func-

tion 1) accumulates the possessed hours (PH) and flying hours

(FH), by organization/MDS and by MDS alone. Another program

(PIPTO of Function 8) then produces the cost records by organi-

zation/MDS and Work Breakdown Structure (WBS) and by MDS and

WBS. The WBS's used are Airframe, Engine, Avionics, and Other.

VI. EVALUATION RESULTS

Five steps will be used to evaluate the subsystem.

1. Determination of the Purpose of the Subsystem.

The depot maintenance costs are to be allocated in

such a manner that the costs actually incurred by a given STD-MDS

are reflected as accurately as possible.

2. Assessment of the Model.

The report "Understanding and Evaluation Life Cycle

Cost Models" (3) gives steps for the assessment of a model.

Section 4.4.7 of the WSSC Subsystem Specifications (9) outlines

the procedures to process depot maintenance data. Details are

not given in that description, so it is impossible to give a com-

plete assessment. For example, the End Item Identifiers (Eli)
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that are used on ALC records may be MDS's, Type Model Series

(TMS) for engines, National Stock Numbers (NSN), or some other

designation. The WSSC description does not specify how the dif-

ferent types of records are to be processed. Allocations are

to be made using the "Standard- Flying Ratio "which is the average

of the FH and PH ratios for a given STD-MDS. The reasoning behind

the choice of that ratio is not explained.

The H036C subsystem has been developed to produce

a Depot Operations Cost File on magnetic tape. Costs are given

by MDS and WBS. The subsystem also produces a 200 page listing

of depot costs. Each page has the depot maintenance costs for

a given STD-MDS broken out by WBS. The output is that which

is specified in WSSC specifications C-69 and C-72.

The algorithms used in H036C are probably quite similar

to those intended for WSSC. Comments made hereafter in this

report will refer to the H036C subsystem as if it were the depot

maintenance part of WSSC.

If the FlI is a STD-MDS costs are allocated totally

to that weapon system. If the EI is a TMS then flying hours

for aircraft employing that engine are used to allocate the cost.

In this case, the ratio for a given STD-MDS is equal to the engine

flying hours accumulated by that STD-MDS divided by the total

engine flying hours accumulated by all aircraft using that engine.

No costs are allocated to a weapon system if the ratio is less

than 1/200. A similar allocation procedure is used if the ElI

is an NSN. Applications for NSNs are determined from D041.

Applicable costs that cannot be associated with any particular

one of the MDS or TMS are allocated to all SDT-MDS's under con-

sideration using the ratio of flying hours for that STD-MDS divided

by the worldwide flying hours for all weapon systems.
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3. Assessment of the Data Base.

The WSSC specifications indicates that two files,

G033B and G311, will be used to roll up flying hours and possessed

hours. Developers of the subsystem are already aware that all

necessary information is available in G033B. It is assumed that

subsequent specifications will incorporate that change.

Overhead, with general and administrative (G&A) costs,

are included in each record of the H036A file. A routine audit

to reconcile the ledger at each ALC with the general account

shows agreement within 2-5%. The H036B subsystem is used to

merge files from the 5 ALCs and Newark. No cost manipulations

are made except that in some cases standard costs have been asso-

ciated with labor items. It can be assumed, then, that 95 to

98 percent of the costs actually incurred are included in H036B.

During processing some of the records in H036B file may be deleted.

Records associated with work that was not done for the Air Force,

work with a work performance code not included, and work not

done on aircraft can be deleted. Of the remaining records, some

cannot be processed because it is impossible to identify the

ElI with any of the STD-MDS, TMS or NSN under consideration.

That may be intentional or it may be the results of an error

in recording information. Results from H036C for FY79 indicate

that approximately 20% of the costs cannot he processed because

of the inability to match the identifier number.

4. Assessment of the Implementation of the Model.

The output from H036C for FY79 was used as a guide

in the study of the programs of H036C. As was indicated, some

records are immediately deleted because they do not represent

the costs that should be included. These records represented

about 18% of total costs represented by all records. Taking
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the remaining records, it is of interest to see how those costs

were allocated. The distribution is illustrated in Figure 2.

One error is evident. The intent of program LVPBF is a second

attempt at prorating engine costs which initially could not be

matched. Those costs were to be included in the engine factor

file. The costs that were distributed (204,268,330) exceeded

the costs available (34,026,011). The error could have been

caused by faulty card input or by the program itself. The cards

seem to be in order. Otherwise, H036C programs seem to be working

as expected.

5. Determination of Adequacy of Output.

The output from the depot maintenance part of WSSC

satisfies the first objective of MBO 9-2 to a large extent.

Labor and material cost estimates for the work breakdown cate-

gories are visible by weapon system. The second objective is

not appropriate. It will be under consideration in subystem

CSCS. The H036 system conforms to DOD- 7220.29H specifications

for uniform cost accounting so the third objective is satisfied.

The report described on page D-1 for DOD use conforms

to CAIG Cost Development Guide (13) except for the fact that

no "Software Updates" is included. That item was not included

in the 1974 edition of the Guide. It could very well be a justi-

fiable O&S cost but there is no category in the H036 system that

would supply that information. The CAIG Cost Development Guide

is not clear how some costs, such as those for avionics, should

be reported.

The report described on page D-2 for USAF use speci-

fies depot maintenance costs in categories correspondine to the

WBS used in H036. Therefore, the depot maintenance part of that

report follows smoothly from the WSSC subsystem.
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VII. DISCUSSION OF EVALUATION

Since 95 to 98% of depot maintenance costs are represented

in the records of H036B the main problem is in allocating those

costs to the proper weapon system. If the output from the pro-

gram LVPBF had been correct then at most 34 million dollars would

have been added to the engine factor file. If that had been

the case then of the 1,994 million dollars to be allocated, approx-

imately 9043.6 million (47.3%) would have been assigned without

prorating; 671.3 million (33.7%) assigned with prorating and

379.1 million (19.0%) could not be allocated. If a greater per-

centage of the depot costs are to be assigned to weapon systems

then a technique must be devised so that more of the ElI can

be recognized and the corresponding cost realistically allocated.

Whether or not the amount of improvement (0.03% of the total)

realized by using programs LVPCF and LVPCH is worthwhile should

be studied. Computer time is probably not a factor since the

programs are only run annually.

Some questions have been raised concerning the parts cost

found in D041. That should not cause a problem in this system

since only utilization information from D041 is used.

Since a given component (engine, radar unit, etc.) may be

used on several STD-MDS's it will always be necessary to prorate

repair costs on those components to appropriate weapon systems.

Flying hours and/or possessed hours information is available

and is probably the most useful. There is a difference in the

application of this information for OSCAR, WSSC, and H036C.

OSCAR (and WSCRS) uses 65% of the FH ratio and 35% of the PH

ratio for some costs and uses the FH ratio alone for the others.

The WSSC specification uses the average of the FH and PH ratios.

H036C uses the FH ratio alone. Naturally, if the FH ratio is

equal to the PH ratio for a STD-MDS then results of the three
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methods would be the same. In an effort to determine what differ-

ences might be expected the FH and PH for all weapon systems

in January 1980 were studied. The information for weapon systems

having the greatest difference in ratios is given in Figure 3.

These ratios can be used with FY79 data as follows to determine

the effect.

Depot Cost for MDS = prorated costs + non-prorated costs

= (ratio * amount to be distributed) + non-prorated costs

Non-prorated costs = Depot Cost for MIDS - ratio * amount to be distributed

For FY79 the amount allocated was approximately 670 million
dollars. The FY79 depot costs for the C141 and F4 were used

with H036C ratios to find the non-prorated costs for each. These

values were used to find what the depot costs would have been

if the other models had been used. The results are given in
Figure 4. The relative change in going from H036C to OSCAR or

WSSC for the C141 data is approximately 20%, for the F4 it is

approximately St.

If H036C is used as the depot maintenance part of WSSC then

the System Specifications will have to be rewritten to include

those algorithms. The proportions of FH and PH ratios to be

used in the model must be selected and should periodically be
reviewed. The WSSC specifications will also have to explicitly
indicate how the uniform cost accounting categories are to be

rolled up to produce the CAIG report (D-1) for DOD.

VIII. RECOMMENDATIONS

As the development of the WSSC (VAMOSC II) subsystem pro-
gresses it will be necessary to supply accurate documentation

to ensure that later revisions do not destroy the integrity of
the system. The operation of program LVPBF of H036C must be
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FLYING AND POSSESSED HOUR RATIOS

(PERCENT) FOR COST ALLOCATION

MISSION FLYING POSSESSED
DESIGN HOUR HOUR OSCAR1  WSSC' H036C1

RATIO RATIO RATIO RATIO RATIO

C 141 8.8 2.7 6.7 5.8 8.8

F-4 12.4 17.5 14.2 15.0 12.4

1. OSCAR RATIO = 0.65 FH ratio + 0.35 PM ratio

WSSC RATIO = 0.5 FH ratio + 0.5 PM ratio

H036C RATIO = FH ratio

FIGURE 3

ALLOCATED COSTS (MILLIONS)

MISSION NON-PRORATED COSTS IN COSTS IN COSTS IN
DESIGN COSTS H036C OSCAR WSSC

C 141 26.04 85.0 70.9 64.9

F-4 183.62 266.7 278.8 284.1

FIGURE 4
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corrected. It may be that the cost allocated by that program

are relatively small. There are errors of estimation associated

with allocating costs in a system of this kind. If the costs

allocated by programs LVPBF and LVPCF/LVPCH are small compared

with the expected error then the possible omission of those pro-

grams should be considered.

In FY79 about 20% of the depot maintenance available costs

were not allocated to any weapon system by H036C. A detailed

study of the records representing those costs possibly would

reveal how that percentage could be reduced.

The goals of DOD MBO 9-2 will not be completely achieved

until all operating and support costs are included. The WSCRS

system has been extended and it now includes condemnation costs.

These costs are obtained from the D041 file. Preliminary runs

indicate that the magnitude of the condemnation costs are similar

to those of depot maintenance as given by H036C. They are costs

that should not be overlooked. Some efforts have been instigated

to replace H036C with WSCRS. Before that is done a comparative

study should be performed. There is a distinct difference in

philosophy between H036C and WSCRS. The H036C system takes costs

from the H036B file and allocates them, as much as possible,

to appropriate weapon systems. The WSCRS system, on the other

hand, starts with a weapon system, uses D041 to find parts/components

used on that system, and then uses H036B to assign the costs.

The outputs from the two systems would be similar if costs from

the same records of H036B are used. There is no guarantee that

that is the case. The comparative study could determine which

of the two philosophies is the most realistic and then that one

should be used. In either case, condemnation costs from D041

could be incorporated.

The results of this subsystem would be more useful if sensi-

tivity information was included. A range of values for the depot
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maintenance costs for a given weapon system would be most useful.

This may be included as part of the historical data base section

of the VAMOSC II project. It should be a part of the system

at some level.
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AN ANALYSIS OF THE PLANNED MULTIFUNCTION-MULTIBAND

AIRBORNE RADIO SYSTEM (MFBARS) OPERATIONAL IMPACT STUDY: A MARKETING PERSPECTIVE

by

E.P. WINKOFSKY

ABSTRACT

In order to transition technological advancements, research laboratories

must have the support of an appropriate operating command. The generation of

such support requires the development of a suitable marketing strategy. This

report develops such a strategy for MFBARS. It identifies the benefits of the

MFBARS concept and the data necessary to support these benefits. In addition,

future efforts inside and outside the lab needed to generate this data are

detailed, and appropriate base-line documents are delineated. These efforts

are then analyzed in terms of their responsiveness to the questions of the

MFBARS Operational Impact Study.
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I. INTRODUCTION:

The Multifunction-Multiband Airborne Radio System (MFBARS) Program

developed two conceptual architectures to integrate communication, navigation,

and identification (CNI) functions. Since either of these designs if imple-

mented would affect aircraft operations, it is appropriate to study these

effects. Thus, the overall purpose of the planned MFBARS Operational Impact

Study (OIS) is to "analyze the operational impact of the MFBAR concept on

mission effectiveness and the requirements of operational and maintenance

personnel " [1, p.191. The initial impetus for this effort were the com-

ments of Willis H. Ware, Chairman, ASA Committee of the Air Force Studies

Board [2]. He was concerned that the MFBARS concept "be set in a system con-

text that is pertinent to the aircraft, the operational needs of the crew,

and the needs of the operational and maintenance personnel" [2, p.2]. His

comments and this program were designed to ensure that the MFBARS concept is

not developed in a vacuum without regard to the user community.

The need for an impact study is further emphased in ITT's Final Technical

Report on MFBARS [3]. They divided an operational impact study into nine tasks

[3, p.6-7]:

1. Refine mission analysis/flight profiles for the system evaluation.
2. Refine pilot interface and control concepts.

3. Refine interface concepts, e.g., DAIS, INS, cockpit displays, etc.

4. Refine threat analyses/system vulnerabilities, i.e., EW, and physical.

5. Refine packaging, reliability, survivability concepts.

6. Develop preliminary logistics support concepts, e.g., spares, main-

tenance, training, etc.

7. Refine logistic support concepts.

8. Refine LCC, DTC analyses.

9. Develop preliminary system facility concepts.

These tasks were considered to be important to the development of a simulation

model to evaluate the MFBARS system. In addition, these tasks are important in

themselves in that they demonstrate the implications of the MFBARS program.

With this type of support for an operational impact study as background,

the Class D&F specifies that the program address these key issues:

a. What will be the actual CNI requirements for aircraft of the 1990s?

b. What will the MFBARS concept do to help solve the pilot saturation

problem? 9
c. To what extent fill pilot functions need to be automated in order to
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make this workable?

d. What will be the impact of the MFBARS concept on mission procedures?

e. What are the MFBARS control and display requirements?

f. How should system availability needs be satisfied? This must include

such concepts as fault recognition, fault isolation, fault tolerance,

design-for-repair, built-in-test, MTBFs and MTTRs.

g. What is an appropriate life cycle support concept? [1, p.19]

As described above, the scope of this program is very broad and ambitious.

Since this study like most studies will be funds-limited, it is critical that

the appropriate emphasis be placed on each of these questions. Thus, the

criticality of each question should be explored, and relevant baseline studies

should be identified. In this manner, the OIS can be focused on the most

significant knowledge gaps.

II. OBJECTIVES OF THE RESEARCH EFFORT:

The objectives of the summer research effort were threefold:

1. Identify appropriate baseline studies for the planned MFBARS Oper-

ational Impact Study.

2. Identify the major information gaps that should be addressed in the

OIS, and

3. Identify methodologies for filling the. identified gaps.

Within the process of meeting these objectives, it became apparent that an

implicit purpose of the OIS was to make MFBARS and the Integrated Communi-

cation Navigation Identification Avionics (ICNIA) Program (MFBARS advanced

development continuation) more saleable. In order for ICNIA to proceed to

engineering development, it must be sold to a product division and the user.

An OIS could provide information to assist in this transition. The recogni-

tion of this aspect of the OIS gave a somewhat different slant to the summer

research effort and this final report.

To successfully market a product, the producer must match the products

benefits with the user's needs. Thus, AAAD must fully recognize MFBARS/ICNIA's

benefits and communicate how these benefits address some of the user's needs.

This report is an attempt to develop an initial marketing strategy for MFBARS/

ICNIA.

To accomplish this objective this report will:

I. Identify the benefits of MFBARS:
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2. Identify the data necessary to support these benefits;

3. Identify the tasks required to generate this data;

4. Identity appropriate baseline studies and methodologies for these tasks;

5. Discuss how these tasks respond to the key issues of the original OIS;

and

6. Provide, in appendix form, various recommendations of the author con-

cerning avionics modeling and a possible mini-grant opportunity.

III. THE BENEFITS OF MFBARS:

The benefits of the MFBARS/ICNIA concept have been delineated in a number

of sources [2,3,4,5]. These benefits can be summarized as follows:

1. A savings in weight, volume,and power;

2. A savings in production cost;

3. A savings in life-cycle-costs;

4. An improvement in functional reliability; and

5. A lengthening of the product life cycle.

Some of these benefits are rather obvious. For example, the functions

that MFBARS is to replace currently require 19 line replaceable units (LRUs)

and approximately 7.4 cubic feet while weighing 472 lbs [3]. The ITT archi-

techture at this stage would require 4 LRUs and approximately 2.6 cubic feet

while weighing 215 lbs [3]. It is noted that these figures are preliminary

estimates and are presented only to demonstrate the order of magnitude of

savings. Similar figures could be determined for power. In any case, integra-

tion certainly will provide significant savings in this area.

The next two benefits are related to standarization benefits. Standard-

ization across aircraft will mean longer production runs. The fixed costs will be

spread over a larger number of units, and other economies of scale are possible.

Thus, there should be a lower acquisition cost. Standardization should also

reduce logistic and maintenance costs. Service training may need to be less

extensive. This, combined with built-in-tests (BIT),may provide more effec-

tive maintenance procedures,the lack of which is becoming a very critical DOD

problem. Inventory costs should be reduced since one standard radio would be

on all aircraft or at least a large number of aircraft.

MFBARS should also provide improved runctional reliabilty. From a very

simple viewpoint, the fact that there will be fewer parts in the system will

increase the total system reliabilty. Also, MFBARS is to be reprogrammable,
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i.e., its subfunctions ahould be multifunctional. The system will have gradual

degradation failure modes that will ensure that the functional capability exists

even though a particular subfunction may have failed.

MFBARS will have by design a longer life cycle than other radio systems.

First it is being developed using advanced technology that should be state-of-

the-art in the 1990s. This is an attempt to eliminate the instant obsolescence

that often occurs on long term system development efforts. Second, the system

is to be flexible. That is to say, its modularity will allow for future incorp-

oration of additional system requirements as they are developed. This will be

possible due to the software dependence of the system and its access to the

entire spectrum from 2 MHz to 2000 MHz.

IV. FUTURE EFFORTS TO SUPPORT MFBARS BENEFITS:

A. Weight, Volume, and Power Savings: The previous Section showed that

there are substantial savings in this area. As the MFBARS/ICNIA concept be-

comes more crystallized, these savings should become more exact. The ICNIA

System Definition Studies are required to "develop an approach to physical

partitioning of the system architecture components" [6, p. 3]. This partition-

ing task should provide additional information concerning the physical attri-

butes of the ICNTA System.

Although the proposed ITT ICNIA architecture would fit into four LRUs,

it is unlikely that the system would be encased in such a manner. Such

deployment of the system would make it highly vulnerable during various

mission segments. Thus, it is likely that it will be divided into smaller

units. The physical characteristics of these units will be important con-

siderations for any planned installment of ICNIA. This information concern-

ing size, weight, and power is vital to supporting the benefits of MFBARS and

also the planning of its introduction into aircraft.

B. Production Cost Savings: The contractors of the ICNIA System Defin-

ition Studies are required to provide the necessary input parameters to drive

the Progranned Review of Information Costing and Evaluation (PRICE) models [6].

PRICE is an RCA software package of cost-predicting models. The basic PRICE

or PRICE-H model estimates hardware development and production costs. PRTCE-L

estimates hardware logistics support costs or life cycle costs, and PRICE-S

estimates software development costs [7]. All three of these models have been

used to analyze the two 11FBARS architectures [3, 7, 8].

Basic PRICE's cost estimates are "based upon physical parameters such as

quantity, size, weight, power consumption, environmental specification, type
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of packaging, and level of integration; and schedule parameters such as months

to first prototype, manufacturing rate, and amount of new design" [9, p.Al].

Besides development and production costs, PRICE-H can also estimate MTBF and

MTTR for the hardware units.

PRICE-L's inputs are supplied in part by PRICE-H and in part by the user.

The major user inputs are deployment characteristics. These include the number

of locations at which equipment is installed, the number of locations at which

they can be maintained, the number of locations where spares are stocked, equip-

ment usage, and length of support period [10]. The remaining user inputs are

user selected program constants.

"The - .ICE-S model inputs include the size of a computer program (in machine-

level, executable, deliverable instructions), program applications, percentages

of new design and code, project complexity and hardware constraints" [T, p.I-2].

The model outputs software cost and schedule estimates plus "automatic sensi-

tivity and schedule effect analyses, together with monthly cost and progress

summaries to support budgeting, risk analysis and project tracking" [11, p.1].

The PRICE models will be useful for comparing the two candidate archi-

tectures. In addition, the models will provide information concerning the

order of magnitude of production costs from a hardware and software prespective.

The utilization of the PRICE package results compared with the baseline [31

should provide the necessary data to support production cost savings.

C. Life Cycle Cost Savings: There are a number of software packages

available to evaluate a system from a LCC view. However, to this point

there is no one overall model (such as PRICE-H for hardware costs) that is

considered the "best" [12). This Section will review the available packages

and make recommendations concerning future tasks.

1. PRICE-L: As stated above, the PRICE-L inputs will b-e generated

during the System Definition projects. A unique feature of PRICE-L is its

ability to consider alternative maintenance concepts. The available options

are listed in Table 1. The output of the model is primarily program cost.

This cost is partitioned into development, production, and support costs

which are further subdivided into equipment, support equipment, manpower,

supply, supply administration, contract support, and other cost. In

addition,the program provides "values for the inherent and operational availa-

bility; the number of test sets used at each maintenance level and their
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1. LRU discard at failure.

2. TRU repair at Organization. Module disrard.

3. LRU repair at Intermediate. Module discari.

)4. LRII repair at, Depot. Module disoard.

5. LRU repair at Organization. Module repair at Intermediate.

6. LRII repair at Organization. Module repair at Depot.

7. Repair LRU to piece part at Intermediate.

8. LI1 repair at Intermediate. Module repair at Depot.

9. Repair ,RU to piece part at Depot.

10. Repair IR1I to piece part at Organization.

ii. On-equipment rep'air to module. Module discard.

12. Oni-equipment repair to module. Module repair at Organization.

13. On-equipment repair to module. Module repair at Tntermediate.

14. On-equipment repair to module. Module repair at Depot.

15. LRU repair at Contractor Depot.. Module discard.

16. On-equipment repair to module. Module repnir at Contractor

Depot
17. 1,R1 repair it Organization. Module repair at. Contractor Depot.
18. T,RIT repair at Intermediate. Module repair at Contractor Depot.

19. Repair RIT to piece part at Contractor Depot.

29. On-equipment repair to non-repairable modulo.

30. On-equipment repair to non-repairable part.

Notes: 1. Cases 29 and 30 are predetermined by the design of the
hardware.

2. In addition to the 19 basic c-ncepts above, algebra is
available t.o define nine additional crncepts. All PP
may be "mixed" arithmetically to construct customized

maintenance eoncepts. A typical mixed concept mirht be
one which called for 20% of concept no. 4, and 800 of
concept no. 8.

TABE 1: PRICE-L MAINTENANCE CONCEPTS ri0, P.3]
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utilization fraction, and the required supply quantities, both initial and

balance consumed of LRUs, modules (per type) and parts (per type)" [10, p.41 .

2. SAVE: System Avionics Value Estimation (SAVE) is a "collection of five

special-purpose computerized logistics-and-support cost models integrated with-

in an interactive framework" [13, p.10731. The models included are CACE, LCC-2,

GEMM and MOD-METRIC.

1. CACE "aggregates the cost to operate and support a squadron of air-

craft at the base level" [14, p.91.

2. LSC addresses support costs such as spares, support equipment, on-

equipment maintenance, etc.

3. LCC-2 quantifies life-cycle cost of a subsystem including procurement

and installation costs and life-time support costs [i].

4. GEMM considers "life-cycle cost of r subsystem that can be specified

down to its piece-parts (components)" [13, p.1075].

5. "MOD-METRIC is a mathematical model used to analyze a multi-item,

multi-echelon, multi-identure inventory system for recoverable items"

[lh, p.ihj. Information concerning these models and their input re-

quirements can 1,e found in [1h].

The SAVE package requires extensive data input. Considering the genera-

tion effort involved and the uncertainty of the data, it is probably not a

worthwhile endeavor to use SAVE at this phase of the MFBARS/ICNIA study.

SAVE provides a rich amount of uinique output from a somewhat micro view.

However, MFBARS's level of uncertainty requires a more macro approach. This

group of models could be used to study ICNIA as the project becomes more cer-

tain and the data becomes more firm.

3. ALPOS: The Avionics Laboratory Predictive Operation and Support (ALPOS)

cost model predicts "in the conceptual/early design phase various drivers on

elements of LCC for avionics LRUs "[151. Inputs to the model include hardware,

physical design parameters, e.g., price, volume, weight, etc., and aircraft

deployment information [12]. The possible outputs of ALPOS are listed in

Table 2.

ALPOS has been used on MFBARS data and is less difficult to run than some

of the SAVE models. In addition, its data requirements are rather similar to

PRICE-L's. Since the effort would seem minimal, it is recommended that the

model be used on the System Definition data sets.
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1. Total Maintenance Manhours (MMA)/Operating Hour (OH)

2. Unsheduled MM[H/OH

3. Shop MMH/OH

4. Total Logistic Support Cost (LSC)/OH

5. Field LSC/OH

6. Depot Repair Cost/Unit

7. Tr:aining Costs/OH

8. MFBF (Menn Time Between Failures)

9. MTBMA (Mean Time Between Maintenance Actions)

10. Spares Quantities

11. Subsystem MTBF & MTBMA

12. ",ubsystem Mv}{/OH & LSC/O}{
13. Annual osC

14 . Anniial Training Cost

15. Annual Support Equipment Costs

16. Total Annual Costs

17. Non-Recurring Spares Costs

18. Non-Recurring Support Equipment Cost

TABLE 2: ALPOS OUTPUT DATA t15].
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4. STEP: The Standardization Evaluation Program (STEP) was developed as

part of the Standardization Potential Across Navigation Systems (SPANS) study [4].

For a particular aircraft and avionics suite, the program determines the mission

complete success probability, the avionics life-cycle cost for the aircraft, and

the total avionics life-cycle cost across all considered aircraft (161. The

input data to STEP can be divided into four categories: standard cost factors,

aircraft/mission data, avionics equipment data, and equipment suite definitions. A

more detailed delineation of these requirements is provided in Tables 3-7. How

STEP may be used in the evaluation of module commonality programs such as MYBARS

is discussed in [16]. STEP is currently being updated by The Analytic Sciences

Corporation (TASC) and is expected to be on-line in September 1980.

As can be seen from an examination of Tables 3-7, the input requirements of

STEP are rather formidable. However, most of this data,unlike the SAVE requirements,

is deployment sensitive and not avionic suite sensitive. Thus, the uncertainty-

associated with the MFBARS architecture will have a minimal effect.

MFBARS is expected to have LCC benefits that, in part are derived from

standardization. The STEP model is designed to quantify this type of cost savings.

It seems rather obvious then that STEP should be used to analyze the MFBARS concept.

Thus, it is recommended that this be done based on available data and/or the

System Definition data. Due to reliability and cost consideration, probably only

the latter effort is needed.

5. Conclusions: To this point it has been recommended that various software

models (PRICE-H, PRICE-L, PRICE-S, ALPOS, and STEP) be used to analyze the MFBARS/

ICNIA system. Except for PRICE-S each of these models require information concern-

ing either the number of systems to be produced or the detailed deployment and

support of these systems. In order to fulfill either of these data requirements,

the market for ICNIA must be identified. To date this has not been done. The

market may range from only being installed in the next generation of aircraft to

being retrofitted in every F-15, F-16, A-10, F-4, and EF-lII. Thus, it is

recommended that a detailed retrofit analysis be designed and implemented. More

information concerning this proposed study will be presented in Section VI of this

report.

D. Reliability Improvement: The expected improved reliability that ICNIA

will provide is its significant mission benefit. Since the subfunctions are to be

reprogrammable, it may be possible to maintain functional capability in the light

of partial system failure. How this gradual degradation failure approach is to be
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1. Total Number of Base Locations

2. Total Number of CONITS Base Locations

3. Availabilty Objective Allocation Factor

)4. T-IEevel Repair Turnaround Time (hours)

5. Resupply Time to CONIJS Located Bases (hours)

6. Resupply Time to Overseas Located Bases (hours)

7. Depot Stock Safety Factor (standard deviations)

R. SIhipping Time to Depot from CON1JS Bases (hours)

9. 'hipving Time to Depot from Overseas Bases(hours)

10. P)T-lvel Repair Turn-around Time (hours".

11. 1-level Labor Rate for Maintenance (dollars/hour)

12. I-leverl Mnf onl s Consumption Rate (dollars/hours)

I . P)-leve-l l.-ibr Rate for Maintenaince (dollars/hours)

V4i. P-Level Mterials ronsunipti on Rat~e (001 lars/hoi. -)

15. 2IIIPp'rt. Fquipmrnel. Opera,,tion aind Maintenance Cost.
( of SE ncquijaition cost/year)

16. Paiaifand Thipping Cost - ONITS, (dol lars /pound)

17. P-icauing -and Shipping Cost -Overseas

(del lars/pnunl)

18. Exponent of Production Learning Cuirve for Electronic Equipment

19. Fxponent of Production Learning Curve for Radar Equipment

20. Exponent of Production Learning Cuirve for Inertial Equipment

21. Exponent of Production Learninr Curve for Support Equipment

PP. De-). Workinp llours/Month/Shi ft

23. Number of Depot Work Shifts

214 . S7uprort. Fquipment I'tilizatiol Factor (uitilizable hours/hour)

25. Ratio of Nonhardware Acquisition Cost to First. Unit Cost

TABLE 3: STANDARD COST FACTOR DATA (17, p.2-51
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1. Initial Year of Installation/Retrofit Program

2. Installation/Retrofit Bate (aircraft/month)

3. Aircraft Service Life (years)

h. Total Number of Aircraft

5. Number of Aircraft Base Locations

6. Base Location Indices

7. Aircraft/Base Location

8. Number of Mission Types

9. Number of Mission Phases

10. Mission Success Probability Objective

Ii. Missions Flown per Month

12. Aircraft Reliability K-Factor

13. Aircraft Availability Objective

TABLE h: AIRCRAFT/MISSION DATA [17, p.2-91
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1. Projected Availability Date (year)

2. Technology Type (Electronics-l, Radar-2, Inertial-1)

3. Failure Rate (failure/hour)

4. Accumulated Operating Hfours

5. Present Unit Acquisition Cost

6. Present Production Quantity

7. Development Cost

8. Initial Inventory Introduction Switch

9. Reliability Growth Factor (Slope of Duane Curve)

10. Number of Tine Replaceable Units

11. Number or Shop Replaceable Units

12. Number of Piece-Parts

13. LRU Cost (Fraction of Total Equipment Cost)

l. IRIT Failure Rate (Fraction of' Equipment Failx-e Rate)

15. Fraction of Repairs Performed at I-Level

16. Paso Repair Time (manhour-,)

17. Depot Repair Time (manhours)

18. Weight. (pounds)

19. Peak Depot Return Rate (returns/hour)

20. Current Level of Depot Squares

21. I-Level SE Line Item Index

22. D-Level SE Line Item Index

TABLE 5: AVIONICS EQUIPMENT DATA [17, p.2-15]
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1. SE Development Cost (dollars)

2. SE Inventory Introduction Switch

3. SE Unit Acquisition Cost (dollars)

4. SE Production Quantity

5. Current Usage Rate (hours/month)

6. Current Depot Quantity

7. Number of Bases with SE Positioned

8. SE Base Location Indices

TABLE 6: SUPPORT EQUIPMENT DATA [17, p.2-17]

84-16
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1. Aircraft Index

2. Number of Subsystems in Suite

3. Number of Nonredundant Subsystem Options

h. Equipment Indices for Nonredundant Options

5. Number of Redundant Subsystem Options

6. Number of Redundant Equipments in Option

7. Equipment Indices for Redundant Options

8. : ubsystem Operating Time

9. Mission Failure Probability Given Subsystem Failure

TABLF 7: EQUIPMENT SUITE DEFINITION DATA [17, p.2-21]
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implemented is part of the System Definition phase of ICNIA. Yet, there still

is a need to support quantitatively, if possible, this expected mission benefit.

One approach to quantification might be the use of the Avionics Evaluation

Program (AEP). AEP is a collection "of seven detailed avionics performance

assessment models all driven by a common interactive software package. AEP

provides an efficient means for performing trade-off analyses among cost,

reliability, maintainability, and performance of avionic configurations"

[18, p. 31-1. Programs included in this package are: Air-to-Ground Mission

Analysis, Target Acquisition, Weapon Delivery, Communications, Survivability,

Air-to-Air Mission Analysis and Dogfight Analysis [19]. Since AEP was developed

for and maintained by the Avionics Lab, it seems to be a likely candidate to

assist in the evaluation of the mission benefit of MFBARS. To evaluate this

candidate it is necessary to determine its output capabilities and its input

requirements.

The Air-to-Ground Mission Analysis Program provides an example of the

required inputs and the available outputs. The following information is required

to set up the program [18, 19]:

1. The mission must be defined in terms of the target, threat,

and weapons.

2. The flight profile is defined using waypoints to describe

flight segments.

3. A suite of hardware (black boxes) describing the complete

aircraft is itemized. Reliability and maintenance data are

provided for each black box.

4. The required mission functions are selected (typical functions

include navigation, navigation update, target acquisition,

weapon delivery, survivability, communications, refueling, etc.).

5. For each function, the primary and backup modes of operation must

be defined. A mode is defined by specifying the performance

capability (if applicable) and assigning the hardware black

boxes required to operate in that mode.

"The output is composed of statistics describing the mission events for the selected

number of Monte Carlo trials" [18, p. 31-1], and includes:

1. Targets destroyed

2. Mission aborts

3. Aircraft losses
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h. Targets detected

5. Average number of attack passes/target

6. Mission costs, and

7. Statistical summary of ground servicing and maintenance

activities [18, 19J.

The inputs listed above provide the general package requirements. Each of

the other models necessitate some additional inputs, however, in most cases,

this is merely mode selection or scenario specification. Obviously, the other

models provide additional outputs concerning their specific areas. For more

detail see (18, 19] or [20] which is a study of the F-16 using AEP.

The use of AEP to evaluate the MFBARS reliability improvement at this point

would probably be premature. The data input requirements are substantial, and

many of these values are still rather uncertain for MFBARS. Therefore, the

results from AEP would be suspect since the output cannot be any better than

the input. AEP, however, has extensive capabilities and would provide strong

quantitative support for the program. The use of AEP should be reconsidered at or

near the end of the System Definition phase of ICNIA.

Although the use of sophisticated software may not be warranted at this

point, the concept. of functional reliability needs to be further explored. This

area may provide an opportunity for a follow-on study to the Siumner Faculty

Research Program under a mini-grant. Such a possibility will be examined in

Appendix B of this report.

E. Life Cycle Lengthening: As discussed in Section III, MFBARS is

to have a longer life cycle due to its advanced technology and reconfigurability.

Quantitative support for this benefit is probably the most difficult to generate.

First, experts can attempt to forecast the technology state-of-the-art in the 1990s

but no one can obviously be certain. Second, since no new radio functions have been

identified, the reconfigurability effect is difficult to measure.

In order to substantiate the system reconfigurability of MFBARS, the System

Definition contractors are tasked to specify how this capability will be operation-

alized. This is certainly a first step in supporting this benefit. As ICNIA

develops, opportunities may appear which will allow for a more detailed examination

of this capability. However, this benefit may be one that can only be supported by

its innate attractiveness.

V. RESPONSIV1EES TO THE OIS:

This Section is devoted to analyzing the original OIS and determining the

appropriate response to this key issue. The already proposed efforts will be
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examined to determine what if any issues they address. Finally, whatever new

tasks are required will be identified. Appropriate baselines and methodologies

for these new tasks will be specified.

Section I listed the seven key issues that were to be addressed in the OIS.

These issues can be divided into three areas of concern: CNI requirements, pilot-

control/display interface, and availability needs.

A. CNI Requirements: There are a number of studies that directly or

indirectly relate to CNI requirements. A portion of this literature will be

reviewed to demonstrate what information is readily available. What gaps and

tasks remain is discussed at the conclusion of this Section.

1. Requirements analysis for MFBARS: The Requirements Analysis for a

Multifunction Multiband Airborne Radio System final report prepared by ARINC

Research Corporation summarizes the expected mid-to-late 198 0's requirements that

will affect the design of a MFBARS. In particular, it addresses the requirements

for communication, navigation, and identification (CNI) equipment and identifies

them by their source (21, p. 1-11. The report considers the following aircraft:

F-15A, F-16A/B, A-10, FAC-X, F-hG, ATF, FOI, RF-X and EF-IIIA. Tables 8 and 9 are

reproductions of two tables from this report. They identify various functions and

pieces of equipment that are expected to be on the studied aircraft in the mid

198 0s. Table 9 in particular identifies the functions or capabilities that MFBARS

will have to accommodate if there is to be no degradation of performance. However,

in addition to overall functions, it is imperative to know the time-phasing of

these functions in order to determine the hardware requirements. The Requirements

Study also provides this type of information.

Tables 10-14 have been adapted from [21, pp. 3-19 - 3-22]. This information

according to the authors was obtained from the SPANS study [4]. For the SPANS

study, twelve mission profiles were evaluated. See Table 15. Only five of the

twelve,however, were detailed in [21]. Tables 10-14 identify what specific functions

are used during various mission segments, and thus provide significant inputs for

the development of MFBARS.

2. Adaptive multifunction antenna (AMA)program: The AMA efforts of the

Reference Systems Branch (AAAN) of the Systems Avionics Division are closely related

to the MFBARS/ICNIA Program. Two efforts which are the most relevant to the MFBARS

OIS are the GPS/JTIDS threat study and an impact analysis study.

The threat study's purpose was to define Jamming threats to the Global

Positioning System (GPS) and the Joint Tactical Information Distribution System (JTIDS)

for the 1990s with an emphasis on threats to high performance antennas. This
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Mission Phase:

Segment I - React

Segment 2 - Take off, accelerate, climb, turn to heading

Segment 3 - Climb and dash to intercept area, steer to achieve optimum

attach position

Segment 4 - Acquire target, engage in combat

Segment 5 - Break off, regain altitude

Segment 6 - Inbound cruise

Segment 7 - Descend, approach, land

Avionics Required:

Segment I - Communications

Segment 2 - Communications, GPS, TACAN, Altimeter, CAS

Segment 3 - CPS, TACAN, Altimeter, ,TIDS, CAS, 1FF

Segment 4 - CPS, rTrD, IFF

Segment 5 - CI'S, Altimeter, JTTDS

Segment 6 - CPS, TACAN, Altimeter, JTIDS, CAS, ADr, 1FF

Segment 7 - Communications, IS, TACAN, JTIDS, ILS, CAS,ADF

TABLE 10: AIR S IPERIORITY - AIR DEFENSE POINT IINTERCEPT MISSION [8, P. 3-191
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Mission Phases:

Segment 1 - React

Segment 2 - Take off, accelerate, climb, turn to heading

Segment 3 - Rendezvous with prime mission aircraft

Segment 4 - Cruise to target area

Segment 5 - Intercept threat or descend and strafe

Segment 6 - Break off and escape

Segment 7 - Inbound cruise

Segment 8 - Descend, approach, land

Avionics Required:

Segment I - Communications

Segment 2 - Communications, GPS, TACAN, Altimeter, JTIDS, CAS

Segment 3 - Communications, CPS, TACAN, Altimeter, JTIDS, CAS

Segment 4 - GPS, JTIDS, IFF

Segment 5 - GPS, Altimeter, JTIDS, 1FF

Segment 6 - CPS, JTIDS, IFF

Segment 7 - GPS, TACAN, Altimeter, JTIDS, CAS, ADF, IFF

Segment 8 - Communications, CPS, TACAN, JTIDS, TLS, CAS, ADF

TABLE ii: AIR SUPERIORITY - ESCORT/INTERCEPT MISSION [8, p. 3-20]
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Mission Phases:

Segment I - React

Segment 2 - Take off, accelerate, climb, turn to heading

Segment 3 - Dash to FEBA

Segment 4 - Dash to target area

Segment 5 - Attack

Segment 6 - Escape

Segment 7 - Inbound cruise

Segment 8 - Descend, approach, land

Avionics Required:

Segment I - Communications

Segment 2 - Communications, GPS, TACAN, Altimeter, JTIDS, CAS

Segment 3 - CPS, JTIDS, IFF

Segment 4 - CPS, Altimeter, JTIDS, IFF

Segment 5 - CPS, Altimeter, JTIDS, IFF

Segment 6 - GPS, JTIDS, IFF

Segment 7 - GPS, TACAN, Altimeter, JTIDS, CAS, ADF, 1FF

Segment 8 - Communications, GPS, TACAN, JTIDS, ILS, CAS, ADF

TABLE 12: ATTACK - DEFENSIVE STRIKE MISSION [8, pp. 3-20 & 3-211

84-25



is-ion Phaq:q

Segment I - React

Segment 2 - Take off, accelerate. climib, tturn to heading

Segmpnt 3 - Rende7voxis

';Pfmprtt /4 - (riiise to targcet aren

So mvnf 1- Dasih to target

S-'mint* ~hotid vriis

'0 t~ 
0 

loconvid .1 pproai, ;Ihl(I

Iv on f , R'qti rt'ci

t 11111O :it-tons. 1rs. i Alirt .L~i , IH S CL8. (AS

.nnt v~ V!: It mev cr. f rm; r I', fF

'.'-flpnt r :P Al t Imetcr. IT IPS. I FI

- T!7 lVTPS. irr

~ ; .A(AN. V\10meter. ITIDS , (&, U)F. 1FF

.m.-Tt Conimnivati tins. TACAN, ITiI~l, IJ.S, CIAt., V)F



Mission Phases:

Segment I - React

Segment 2 - Take off, accelerate, climb, turn to heading

Segment 3 - Cruise to loiter station

Segment 4 - Loiter

Segment 5 - Attack Number I

Segment 6 - Random navigation at low altitude (CAS only)

Segment 7 - Attack Number 2 (CAS only)

Segment 8 - Regain altitude

Segment 9 - Loiter, coordinate follow-up strike (FAC only)

Segment 10 - Inbound cruise

Segment II - Descend, approach, land

Avionics Required:

Segment I - Communications

Segment 2 - Communications, CPS, TACAN, Altimeter, JTIDS, CAS

Segment 3 - CPS, Altimeter, TTIDS, IFF

Segment 4 - CPS, Altimeter, JTIDS, IFF

Segment 5 - CPS, Altimeter, JTTDS, 1FF

Segment 6 - CPS, Altimeter, JTIDS, 1FF

Segment 7 - PS, Altimeter, JTTDS, TFF

Segment 7 - CPS, Altimeter, JTIDS, TFF

Segment 9 - CPS, Altimeter, JTIDS, IFF

Segment 90 - GPS, TACAN, A timeter, 1TIDS, CAS. AF, TFF

Segment ii - Communications, CPS, TACAN, JTTDS, ILS, CAS, ADF

TABLE l: ATTACK - CLOSE AIR SUPPORT [21, p. 3-221
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MISSION AREA MISSION PROFILES

Air Defense/Superiority Air Defense Point Intercept (ADPI)

Escort Intercept (EI)

Attack Close Air Support (CAS

Forward Air Control-Interim CAS (FAC)

Defensive Strike, Volatile Target (DS)

Preplanned Deep Strike (PPS)

Cargo/Transport Intertheater Logistics (ILT)

Intratheater STOL/CTOL (IST)

Tanker, Tactical/Airlift (TTA)

Tanker, Strategic (TS)

Strategic Bomber Strategic Bomber, Penetration (SBP)

Strategic Bomber, Standoff (SBS)

TABLE 15: MISSION PROFILES [4, p. 3-21
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project was completed in January 1980, and the report entitled ECM Scenarios for

JTIDS/GPS/INS Integration Studies [221 is currently being printed. The information

contained in this document sets the environment for the mission profiles needed to

identify aircraft CNI requirements.

The impact analysis is actually two studies. The first considers

GPS/JTIDS while the second will consider 1FF, SINCGARS, and SEEK TALK. The first

study which was recently completed was intended to define representative mission

profiles, the communication/navigation environment, and the communication/naviga-

tion data requirements. Three baseline missions were considered: Close Air

Support (CAS), Deep Interdiction (DI), and Air Defense Point Intercept (ADPI).

Each was "analyzed to determine the navigation and communication performance

requirements during each mission segment." [23, p. iii].

Figlires 1-3 are from this report and identify the mission segments for

each of the three baseline scenarios. Figures )4 and 5 present the communication

requirements for CAS and ADPI missions as a function of the distance from the

Forward Edge of the Battlefield (FEBA). Similar information for the DI mission

is presented on page 3-7 of [231. However, this material is classified. Sections

h and 5 of [23] are also classified and, thus, have not been reviewed for this

analysis. It is recommended that these sections and the classified portions of

Section 3 be reviewed to determine their relevanqe to the MFBARS OS and other

future efforts.

The second impact analysis study concerning additional CNI systems is to

be completed near the end of FY80. It is expected that it will be similar in

structure to the first study. Since these additional systems will be part of ICNIA,

it is recommended that the report from this project be reviewed by AAAD-3 as

soon as it is made available.

3. Visual display research: Three studies [24, 25, 26] regarding visual

display requirements completed for the Aerospace Medical Research Laboratory (AMRL)

could provide a third data base for the OIS's CNI question. The two unclassified

documents will be briefly reviewed here and in more detail in Section IV B of this

report.

The McDonnell Aircraft study considered three mission types: Close

Air Support (CAS), Air Interdiction (Al), and Counter Air (CA). These missions are

briefly described within the report itself [241 p. 21-22). Like the previous

studies these missions are broken down into segments. Hovever, the level of detail

in this case is much greater. Table 16 lists the phases that are considered in

the missions. Figures 9-11 of the McDonnell report [24, pp. 30-311 identify
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PREFLIGHT

Mission Planning

Preflight

Start and System Checks

Taxi

Arming

Takeoff

TN-FLIGHT

Climb to Level Off

Cruise

Loiter

Rendezvous and Air-to-Air Refueling (AAH)

Coordination

Mission Rendezvous

Penetration

Threat Warning

Detection

Locat ion

Tlenti fication

Dec is ion

Fxecut ion

Assessment

Termination

Egress

Crii se

Rendezvous and Air-to-Air Refueling (AAR)

Reengage

Return to Base

Descent.

Arrroach

Landing

P VT-FLIGHT

TDC-arm

Taxi

System Checks

'hut Inwn

Post Flight

Debrief

TABLE 16: MISSION REQUIREMENTS: PHASES OF FLIGHT [24, p. 301
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which phases are relevant to the three scenarios. Appendix B [24, pp. 118-150]

provides additional information describing the phases. Figures 25-27 [24, pp. 50-61]

identify the crew information requirements for each of the phases. The information

is categorized as required, frequently required, and additional value. Table

17 is a partial reproduction of one of these tables for the Close Air Support

mission concerning communication and navigation information requirements. Other

information requirements considered are listed in Table 18.

In reviewing the information requirements for the three missions, the

report made the following observations [24, pp. 62-661:

1. Time is one of the more important information requirements. Often

airspeeds are used to compute time values and are not necessarily

important in themselves.

2. Much information need not be displayed unless there is an emergency.

3. Information is needed prior to an actual event to assist in

preparation.

h. Low and/or slow flight requires more information.

5. There is a need to interface the briefing room with the crew station.

6. The more uncertain a mission is, the more information flexibility is

required.

7. More time-to-type information is required.

The Honeywell study [25] is a continutation of the study described above.

They also considered three mission scenarios which are labeled as Close-Air Support

(CAS), Deep Strike (DS), and Battlefield Interdiction (BI). These scenarios are

detailed within the report £25, pp. 35-491. Included in these specifications are

possible targets, threats, weather, response time, flight profile, and weapons.

The missions are divided into their phases, and functions utilized during these

phases are identified. Table 19 is adapted from Figure 4 [25, p. 381 of the

Honeywell report. Similar analyses are done for BI and CAS missions [25, pp. 42, 461.

In addition, the study does detailed task analyses of the pilot work load during

various mission segments with two different cockpit designs [25, pp. 132-159, 176-202].

Tables 20 and 21 are examples of this type of analysis. This work will also be

more fully analyzed in Section IV B.

4. Conclusion: The CNI requirements question can be subdivided into the

following: (1) What CNI functions are used in a mission? (2) When are these

functions used? In part they have been answered by the ARINC requirements study

[21]. Tables ]O-l4 answer both of these questions for five mission scenarios.

What remains is an expansion of this approach to additional scenarios and an up-dating
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Administration Time to Climb

Formation Call Signs Time to Go

Flight Position Control Times

Aircraft Assignment Landing Time

Parking Spot Rendezvous Time

Spare Procedures Enroute Times

Aircraft Configuration Time of Day

Frequencies

IFF/SIF Procedures Caution and Warning Systems

Weather Master Caution

Regulations Configuration Warning

Operating Limitation Warning

Airfield Status Primary Systems Fail

Airfield Description Fuel Low

Landing Runway Oxygen Low

Runway Length Environmental Control System Warning

Barriers Autopilot Disengaged

Approaches Avionics Malfunctions

Missed Approach Instructions Altitude Low

Airfield Elevation Airspeed Low

Decision Height

Parking Area Miscellaneous

Taxi Routes Fuel Off Loading

Arming Area Oross Weight

De-Arming Area Autopilot Submodes

Alternate Field Aircraft Lighting

Time Flight Aids

Briefing Time Normal Checklists

Station Time Emergency Checklists

Start. Engine Time Procedures

Flight Check-In-Time Approach Aids

Taxi Time Emergency Airfields

Takeoff Time Personal Techniques

Air Refuelinr Contract Time

Time on Target

TABLE 18a: FLIGHT INFORMATION REQUIREMENTS [2h, pp. 50-531

84-38



Altitude Fmegency Airspeeds

Altitude Above Ground Level (AGL) Weapons Release Speeds

Altitude Above Mean Sea Level IAS

Altimeter Setting

Command Altitude Systems

Target Elevation Fuel Flow

Minimum Enroute Safe Altitude Fuel Remaining

Terrain Altitude Fuel Required to Destination

Terrain Clearance Fuel Management

Velocity Hydraulic

Vertical Velocity Electrical

Rotation Speed Oxygen

Takeoff Speed Engine

Check Speeds Penetration Aids

Climb Speed (Normal) Al Warning

Climb Speed (Maximum Performance) SAM Warning

Maximum Range Cruise Threat Avoidance

Maximum Endurance Disposable Status

Maximum Range Descent ECM Status

Approach Speed FCM Tactics

Landing Speed Mutual.Support

Maximum Safe Speed Special Threat

Minimum Controllable Speed

Limitations Weapons Information

Corner Speed Ballistics

True Airspeed Weapons Envelope

Angle of Attack (AOA) Weapons Ready

Ground Speed Weapons Release

Wind Velocity and Direction Weapons Remaining

Turn Rate Weapons Impact

Best Rate of Climb Weapons Selected

Best Angle of Climb Bombs Fall Time/Impact Point

lach Number Weapons Options Selected

Selected Speed

TABLE 18b: FLIGHT INFORMATION REQUIREMENTS [24, pp. 50-531
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Weapons Delivery Selected

Air-to-Air Target

Range

Bearing

Overtake

Altitude Differential

Target Turn Rate

Target Attitude

Identification

Target Altitude

In Range

Aim Point Breakaway

Air-to-Ground Target Acquisition

Target Range

Target Bearing

Positive Target ID

Aim -oint

Break Away (Pullup)

TABLE 18c: FLIGHT INFORMATION REQUIREMENTS [2h, pp. 50-531
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Mission Phase Functions

Take-Off and Accelerate A/C Control, Visual

to Optimum Climb Observation, Traffic

Coordination

Climb to Cruise Altitude A/C Control. Navigation

Traffic Coordination

Rendezvous with Other A/C Control, Visual/

Aircraft on Mission Sensor Search, Mission
Coordination

Cruise A/C Control, Navigation,

Formation Flying, Threat
Surveillance

Climb to Dash Altitude A/C Control, Navigation,
Formation Flying, Threat
Surveillance

High Speed Ingress A/C Control, Navigation,

Formation Flying,
Threat Surveillance

Target Search Using SAR A/C Control, Navigation, Coord.

Attack, Threat Surveillance,
SAR Data Processing, Target
Identification and Track

weapon Delivery Using A/C Control, Designate Target,
Boost/Glide Rocket Launch Rocket. Threat Evaluation,

Threat Designation, Launch Armament,
Target Track Bomb Damage Assessment,

Coordinate Attack

High Speed Withdrawal A/C Control, Navigation Threat

Surveillance, Formation Flying

Descend to Cruise Altitude A/C Control, Navigation, Threat
Surveillance, Formation Flying

Cruise A/C Control, Navigation, Threat

Surveillance, Formation Flying

Descend to Air Field A/C Control, Navigation, Traffic

Coordination

Land A/C Control, Visual Observation,

Traffic Coordination, Landing Aid

Operation

TABLE 19: DEEP STRIKE MISSION PROFILE (17, p. 38]
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!A

Mission: Deep Strike

Phase: Ingress

1. Verify crossing FEBA.

2. Select next steerpoint.

3. Disengage autopilot.

4. Fly steering commands.

5. Monitor flight parameters.

6. Engage autopilot.

7. Turn TACAN to receive.

8. Turn radar to auto.

9. Verify threat warning system operational.

10. Verify ECM pod operational.

11. Check dispenser system status.

12. Adjust brightness of threat display.

13. Monitor external environment.

14. Monitor engine instruments.

15. Monitor fuel status.

16. Monitor navigation data.

TA2LE 20: PILOT TASKS WITH F-16 SYSTEM4 CONCEPT [25, pp. 132-134]

84-42

• .. . ......... . ... . .. . . .. ,



Mission: Deep Strike

Phase: Ingress

1. Verify crossing FEBA.

2. Confirm waypoint passage.

3. Monitor steering commands.

4. Monitor flight parameters.

5. Turn TACAN to receive.

6. Turn radar to standby.

7. Verigy threat warning system operational.

8. Verify ECM system operational.

9. Check dispenser system status.

10. Adjust brightness of threat display.

11. Monitor external environment.

12. Monitor engine data.

13. Monitor fuel status.

14. Monitor navigation data.

TABLE 21: PILOT TASKS WITH ATA SYSTEM CONCEPT [7, pp. 176-1771
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of the ARINC effort.

This type of effort could be performed in-house. The SPAN [4] mission

scenarios are available and were used in the AAAN effort [23]. With the ARINC

results as a model, new CNI requirement tables could be developed taking into

consideration the two AAAN impact analyses and the AAAN threat analysis [221.

This document will have design implications for ICNIA and should be made

available to the System Definition contractors. The results will influence the

hardware requirements and assist in analyzing failure modes. Thus, this effort

will also impinge on the reliability and availability analyses.

It is assumed that this type of in-house effort will be sufficient to answer

the CNI questions. If more detailed information about CNI requirements is deemed

necessary, then the AMRL studies [24, 25, 26] provide a starting point. It is

not expected that this will be required.

B. Pilot - Control/Display (CID) Interface: Three of the seven key issues

of the OIS concern the pilot interface with the C/D equipment. Thus, the issues

of pilot saturation, pilot automation, and C/D requirements are evaluated together.

Approaches to modeling this interface are addressed in Appendix A.

I. Visual display research: The visual display study [24] performed

by McDonnell Aircraft for AMRL was, in part, concerned with display technology.

It "explored the mission requirements, aircrew functions, current and projected

weapons, crew information requirements and display technologies applicable to the

1985-1990 attack/fighter missions" [24, p. 13]. As presented previously, this

study analyzed the Close Air Support, Air Interdiction, and Counter Air missions to

determine their crew information requirements. This Section concentrates on the

reports conclusions concerning C/D technology and requirements.

McDonnell Aircraft considered and evaluated seven display technologies:

cathode ray tubes (CRTs), liquid crystals (LCs), plasma devices (PLD), light emitting

diodes (LEDs), electroluminescence (EL), electro/mechanical devices (EMD), and laser

displays (LD). These technologies were evaluated on the following criteria: resolution,

brightness, contrast, display size, color, power requirements, thickness, weight,

environment, aspect viewing, time constants, storage/refresh, reliability/maintain-

ability, and technological status [24, p. 881. Based on this evaluation the

following options were identified for investigation:

Option 1 - The cathode ray tube...is considered the first selection...

It is expected that the CRT will retain its preeminence into 1985-1990

time period...
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Option 2 - The plasma flat display panel is the leading contender

to replace the CRT in the near term (0 to 5 years)...

Option 3 - Liquid crystal displays (LCD), while presented as a

second choice to replace a CRT, may in fact become the first

military cockpit replacement for a CRT as a result of the

momentum generated by military funding of liquid crystal display

development

Option 4 - Electroluminescence displays, with thin-film-transistor

(TFT) picture elements, although considered speculative, are

selected as a long-term replacement for the CRT [24 , p. 89].

In addition to these technology options, two C/D configurations were recommended

for further study [2)4, pp. 101-1021.

The evaluation process was continued in the follow-up Honeywell report 125].

"This study demonstrates via example a methodology which will aid the cockpit

designer in evolving and evaluating candidate integrated display options for

advanced fighter aircraft" [2h, p. 11. This is a paper and pencil approach based

on human task analysis. A result of this research was the development of an

alternative system concept, the Advanced Technology Aircraft (ATA). The ATA

cockpit configuration is shown in Figure 6.

An interesting aspect of this study is the data base they established for

their analysis. One topic area covered in the data base accumulation was the

projected post-108 5 technology state-of-the-art options pertaining to cockpit

synthesis and integration. A very briefly annotated outline of this assessment is

presented below. More detail concerning this topic can be found in [25, pp. 61-109].

A. Display/Control Concepts

1. Advanced Integrated Display Systems (AIDS) - A Naval

prorram intended to integrate C/D equipment in post-

1980 aircraft.

2. Digital Avionics Tnformation System (DAIS).

3. F-18 Aircraft - This fighter/attack aircraft uses an

AIDS type C/D configuration.

4. Tactile Displays - These techniques include air jets,

electromechanical vibrators, and electrodes. The pilot's

anti-g suit holds the most promise for use as a tactile

display.

5. Virtual Image Display (VID).
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B. Control Technology

1. Hands-on - Throttle-and-Stick (HOTAS) - Switches are placed

on the stick and throttle to allow pilot control of various

systems with minimal eye and hand movements.

2. Integrated Control System (ICS).

3. Visually Activated Switching System (VASS).

C. Avionics Concepts/Systems

1. Navigation Equipment (GPS, JTIDS, LORAN, INS, TACAN, TERCOM,

MICRAD).

2. Communication (UHF, VHF/AM, VHF/FM, HF, JTIDS, IFF/SIF).

3. Electronic Warfare (EW) Systems.

4. Sensors and Target Acquisition Techniques.

5. Flight Control Systems.

6. Fire Control Systems.

The two reports discussed in this subsection are part of an on-going effort at

AMRL. A continuation of the studies described above is currently in the planning

stages. A draft statement of work has recently been completed for a project

entitled "Fighter/Attack Crew Enhancement Study" [27]. The missions of concern

in this study are Close Air Support, Air Interdiction and Counter Air in adverse

environments. The two time periods of primary interest are 1985-1990 and 1990-1995.

The study itself "will provide design techniques for configuring advanced cockpit

alternatives at early stages of pre-design, apply those techniques in evolving

design integration features to enhance tactical aircrew effectiveness for post-198 5

fighter/attack missions" [27, p. I].

2. Workload analysis: The concern over crewworkload has in part been the

driving force behind the studies described in the previous subsections. Other

examples of this concern over crew workload are [28, 29, 301. Thus, this effort to

alleviate workload through system design is not new or unique to the MFBARS project.

In fact, even in 1947, C/D configuration was considered a cause of many pilot errors

[31]. There is, then, a rather substantial body of literature concerned with this

question of workload and information saturation. A program is currently underway

under the auspices of AMRL to develop "a standard technology for evaluating man-

machine workload" [32]. The study includes the development of workload measures

and a neuropsychological test battery. In addition, a workload task has been

developed using the pilot's communications during F-16 air-to-air and A-1O

air-to-ground missions. This work has been documented in a System Research

Laboratory technical report entitled Tactile Communications Workload Tasks for R&D
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Simulations, January, 1980 [321. The workload program is to be completed at

the end of FY8.

3. DAIS: The Digital Avionics Information System (DAIS) Program provides

a third data base with which MFBARS should be consistent. The documentation

associated with DAIS is rather substantial especially in the C/D area. Reference

[331 is an annotated bibliography of the documents comprising the DAIS formal

specification structure. A portion of the DAIS literature is discussed below.

DAIS has four principal elements:

1. A set of sensors that provide input data;

2. An information data bus that distributes information through

the vehicle in a common format;

3. An information-processing system that performs data processing

and storage; and

4. An information-presentation and control system that provides the

crew all the information needed to conduct a mission in a timely

fashion and also gives warning of any 'out-of-normal' conditions [31].

It is the last element that most directly applies to the interface question. An

example of the C/D effort which was a part of DAIS is [351.

The DAIS Definition Study defined the core elements of the system which
"consisted of processor ensemble, contiols/displays, information transfer system,

and software" [35, Abstractl. The study considered the Close Air Support and Air

Superiority mission scenarios. The missions were defined; the flight segments

identified; and the required avionic functions were listed. See Tables 22 and 23.

These functions were partitioned into six avionic subsystems: Navigation and Weapon

Delivery, Mission and Traffic Control, Instruments and A/C Systems, Penetration Aids,

Armament Systems, and Controls and Displays [35, p. 27]. The report shows the

controls and displays necessary to provide the pilot-machine interface for the other

five subsystems for the two general mission scenarios. See Table 24.

The control and display requirements were analyzed in order to develop a

simplified set of cockpit controls and displays. The following guidelines were used

in developing the cockpit concept:

1. Pilot's role of systems manager.

2. Transition low-risk display technology to advanced displays.

3. Compatibility with DAIS redundancy approach.

4. Use separate imagery and status displays.

5. Use separate keyboard and functional controls.

6. Dedicated controls for flight safety.

7. Automated functions with manual override retained.
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CAS FLIGHT SEGMENT*

Functions 1 2 3 4 5 6 7 8 9 10 11 12 13

Navigation X X X X X X X X X X X X X

Navigation Fix X X X

Communications X X X X X X X X X X X X

Flight Control X X X X X X X X X X X X X

Air Data X X X X X X X X X X X X X

Power Managements X X X X X X X X X X X X X

Display/Control : X X X X X X X K X X X X

Cent. Int. Test X X X X X X X X X X X X X

EW/ECM X X X X X

Target Acquisition X X

Weapon Delivery X

Damage Assessment X X

Terrain Following X X X

Stores Management X

Landing Aids X X

AS FLIGHT SEGMENT*

Functions 1 2 3 4 5 6 7 8 9 10 11 12 13

Navigation X X X X X X X X X X X X X

Navigation Fix X X

Communications X X X X X X X X X X X X

Flight Control X X X X X X X X X X X X

Air Data X X X X X X X X X X X X X

Power Management X X X X X X X X X X X X X

Energy Ainagement X X X X X X X X X X X X X

Display/Control X X X X X X X X X X X X X

Cent. Int. Test X X X X X X X X X X X X X

EW/ECM X X X X X

Target Acquisition X X

Weapon Delivery X

Stores Management X

Landing Aids X X

*FLIGHT SEGMENTS

I Preflight and takeoff 5 Descend 9 Dash from target

2 Climb after takeoff 6 Loiter 10 Climb after dash
3 Rendezvous 7 Dash to target II Cruise to base
4 Cruise outbound 8 Combat 12 Descend to land

13 Land and postflight

"ABLE 23: rAS AND AS FUNCTION REQUIRnENTS [35, p. 26]
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. Variable gain controls.

q. Program-controlled symbol generator.

10. DAIS controls and displays as a maintenance tool [353.

Figur , 7 shows the C/D elements, and Figure 8 identifies. tihe functions performed

by each C/D device. Figures 9 through 11 show various configurations of the

multilayer control panels. The complete set of control configurations for CAS

and AS missions are contained in Appendix C of [351. The conclusions of this

study concerning C/D were:

1. Multilayer cockpit control design is a viable approach.

2. Additionrdl study is required to define scan converter

requirements and architecture.

1. Digital display technology will be pacing item [35, p. 2231.

A different type of information is provided in [361. The purpose of this

study was to establish a baseline for a DAIS LCC study. Part of the baseline was

to identify the avionics hardware expected to be in a 1980 Close Air-Support

Aircraft. Table 25 lists these pieces of equipment.. It is provided here to

demonstrate the DAIS approach to avionics.

Tables 26-2S and Figure ]2 are adapted from ['37]. This study specified the

system requirement s for four very specific missions. The Tables describe the

missions, their sensor requirements, and the DAIS functional capabili ties. The

Figure demonstrates a port ion of the DAIS symbology. This provided a base for

simulation studies of the PAIS concept.

As part of the PATS computer specification, the various types and sources

of flight information were identified [38]. Navigation is responsible for keeping

track of the aircraft state. This state is specified by latitude, longitude, wander

anglo, altitude, attitude and velocities. The sources of this information are the INS,

air data sensors, and a navigation function such as TACAN. The algorithms used to

compute the state data from the sources are described in the Appendix to [381.

A detail C/D document was developed for the t0 mission [391. The document

"defines and establishes the baseline interface between the controls and displays,

pilot, and mission operations sequence to meet" mission requirements [39, p. 1].

The displays and pilot actions are detailed for the various DAIS master modes. Table

29 lists these modes. The displays presented during the Cruise mode are shown in

Figures 13-18. Table 30 identifies the symbol types used on the moving map.

The required symbology update rates are provided in [h0]. Table 31 reproduces

this information. As in the previous study, information concerning message displays
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Function: NAVIGATION

Subsystem Nomenclature Aircraft

INS ASN-109 F-15A

UHF-ADF OA-8638/ARD F-15A, A-IOA

TACAN RT-1045/ARN F-15A

ILS R-2755/ARN F-15A

ADC ASK-6 F-15

Beacon UPN-25 A-IOA

Radar Altimeter* APN-194 A-7E, F-14A

Function: COMMUNICATIONS

UHF ARC-109 F-15A

HF ARC-123 F-1lIA

VHF-FM FM-622A A-7D, A-1OA

Secure Voice TSEC/KY-28 F-15A, A-10A

Intercom AIC-18 A-10A

Data Link ASW-25A A-7E

IFF APX-101 A-10A, F-15A

Function: COUNTERMEASURES

RHAW* ALR-46 A-7D, F-4E

IR Tail Warning* AAQ-4 RF-4C

Function: AIR-GROUND ATTACK

LTS AAS-35 A-1OA

FLIR AAS-28 A-7D (test)

FLR APO-( ) F-16A

Function: CONTROL & DISPLAY

HUD AVQ-20 F-15A

11S1 AWU-6/A A-10A

ADI* ARU-( ) A-1OA

MPDs ** **

TMFK ** **

MFCPs ** **

*Excluded from partitioning

**Not in "current" aircraft inventory but development is dictated via

adoption of DAIS concept

TABLE 25: AVIONICS EQUIPMENT FOR 1980's CAS AIRCRAFT [36, p. 84]
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MIS SION

SENSOR y L

INS (SKN-2416) x x X x

NAV FUIR (AAQ-9) x X X x

Laser Ranger X x X x

Air Data Sensors x X x x

Radar Altimeter (APN-141) x X x x

ILS (ARN-58A) x x x K

TACAN, (ARN-1lS) X x x K

UHF (ARC-51) K X K X

Pave Penny (AAS-35) K x

Maverick Video X

VATS/Pave Tack K

TABLE 27: DAIS SENSOR COMPLEMENT t37, p. 291
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MISSIONS

a y

N.vigation

Inertial/Baro-damped X X X X

TACAN Area Nay X X X

Dead-Reckoning X X X

Steering

Command Nay X X x X

Command Track X X X

Command Heading X X X

Command Altitude X X X

TACAN X X X X

ILS X X X X

Navigation .Update

Flyover X X X X

HUD/Laser X X K x

FLIR/Laser X X X

VATS/Pave Tack X

Acquisition/Cueing

Pilot/HUD X X X X

Pilot/FLIR X X X X

Pave Penny X X

VATS/Pave Tack X

Tarot (or OAP) Fix (Designation)

IHUD/Laser X X X X

FLIR/Laser X X X X

Pave Penny/Laser X X

VATS/Pave Tack X

Communications

UHF x K K K

TABLE 28: DAIS FUNCTIONAL CAPABILITY (ADAPTED FROM [37, p. 30, 31])
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LANDING
DIRECTOR

Fl I GHY
DIRECTOR

FLIGHT PATH MARKER

UPPER SOLUTION CUE- --. ' /- AIMING RE'fICLE

L O W E R S O L U 
T I O N C U E 

-
' '̂  - -

( R

~- B -BOMB FALL LINE

PAVE PENNY LOS-_/ ~ ~VATS LINE OFSIGHIT (LOS) /

PULL UP CUE

4i1VERICK LOS

FIGURE 12: DAIS HUD SYMBOLOGY [37, p. 211
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I. NULL

2. PREFLIGHT

3. TAKEOFF/CLIMB

h. CRUISE

5. TERRAIN FOLLOWING/TERRAIN AVOIDING

6. APPROACH/LANDING

7. PRECISION APPROACH

8. NAV BOMB

9. RADAR BOMB

10. ANGLE RATE BOMBING SYSTEM

11. MANUAL BOMB

]2. ATR/AIR

13 . CCIP/AUTO

1h. CCIP/MAITAL

15. MISSED APPROACH

TABLE 29: DAIS MASTER MODES [391
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1. OXi SYS 6
CHK

2. FUEL 7.
011K

3. ENG INSTH 8.
CHK

4. EXT TANKS 9.
CHK

5. 10. ADY PAGE

FIGURE 13: DAIS CRUISE MODE-IMFK CHECKLIST CONFIGUJRATION [39, p. 61]
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1. UHF CHNG 6.

2. TCN CHNG 7.
058x

3. CMD HDG 8.( )
4. CMD ALT 9.

( )

5. FLY TO 10. CRS SET
( ) ( )

FIGURE 1h: DAIS CRUISE MODE-IMFK TAILORED FUNCTIONS CONFIGURATION

[39, p. 621
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WP 99 315/120 1 55.4~ M

PSN XX XX.XXCN CRS SEL 315
XXX XX. XXE

NAV (Mode)
ILS XXX.X
TON XXXX,XXX/XXX
UHF TRG 323.00

FIGURE 15, DAIS CRUISE MODE-MPD-2 FORMAT 139, P. 651
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FIGURE 16: DAIS CRUISE-HUD DISPLAY [39, p. 66)
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FIGU'RE, 18: DAIS CRUISE MODE-HSD DISPLAY [39, p. 691
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1. VORTACS

2. Road Intersections

3. Bridges

4. Major Roads

5. Lakes

6. Coastlines

7. Obstructions (Lit and Unlit)

8. Waypoints

9. Rivers

10. Minor Roads

11. Urban Areas

12. Power Lines

13. Railroads

TABLE 30: MOVING MAP SYMBOL TYPES [39]
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HUD Update Rates Processor Time (MSEC)

30 Hz: Flight Path Scales & Marker 3.00

Aiming Reticle .19

In Range Cue .19

Bomb Fall Line .34

Upper and Lower Cues .34

Pull Up Anticipation .08

Flight Director .22

Landing Director .34

15 Hz: NONE

7.5 Hz: Altitude Scales 3.5

Command/Hold Carets .22

Airspeed Scale 2.5

Heading Scale 2.5

Angle of Attack .07

Minimum Descent .3

Decision Height .3

Touch Down Zone Box .3

Ground Elevation .16

Breakaway Symbol

2 Hz: Radar Altitude .9

Warning Indicator

Acceleration 1.7

Vertical Velocity 1.0

Mach Number 1.0

Weapon Select

Reconfigure

Wheels

Flaps

UHF Frequency or Channel

CAS/TAS

Static: Master Mode Acronym 1.1

TABLE 31: SYMBOL UPDATE RATES FOR A-7D DYNAMICS [40, p. 7]
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and formats as a function of the master mode Is reviewed. In this case the

information is more detailed. Appropriate information sources for the display

information are suggested. Finally the interface messages between the mission

software and the C/D are identified.

4. Recommendations: Given that the aircraft of the 1990s will have

integrated controls and displays (DAIS, ATA, etc.) and the avionic suite

described in (6], then MFBARS/ICNIA provides no new information capabilities.

This is a very important point. MFBARS's mission benefits is in terms of increased

functional reliability. It does not provide any new mission capability. Thus,

C/D research that considered the avionic suite described in Table 32 are very

relevant to MFBARS. ICNIA does not generate a new C/D question or capability.

For the integrated C/D aircraft of the 1990s, the C/D questions have been

or will be answered by other studies. MFBARS's system interface for this aircraft

is not with the pilot but rather with the mission control bus. The design of

this interface is part of the System Definition Studies [6]. The contractor is

to "design the functional interface between the ICNIA terminal and core integration

system in accordance with MIL-STD-1553B. Consideration shall be given to signal

flow in and out, partitioning of ICNIA and core control modes, and failure report-

ing" (6, Paragraph 4s.2.51. Thus, for the integrated C/D aircraft this information

would answer the interface question.

If MFBARS will be retrofitted into aircraft without a fully integrated

cockpit, then the C/D question again becomes relevant. In this situation ICNIA

would have to have its own C/D or be retrofitted with an integrated cockpit. However,

C/D research would be based on the results of the retrofit study; therefore, no

such C/D efforts are being reconmended at this time.

In order to improve information flow between various groups, it is recommended

that working relntions be developed between AAAN, AMRi, the Flight Dynamics Lab

(FDL), and the Advanced System Avionics (ASA) Project which is continuing some of

the DAIS efforts [1i0]. AJIRL seems to be at the fore-front of display technology

arid information requirements. FDL maintains a DAIS cockpit and was involved in

its development. It is important that these groups be fully aware of the MFBARS/

ICNIA effort and that AAAD be fully aware of their efforts. Thus, if there are

significant impacts in one direction or other, they will be recognized quickly.

Also, these groups would he able to assist AAAD in directing any future C/D research

if it becomes warranted in the future.

Although thir report does not recommend such an effort, there does seem to be

some organizational pressure for an ICNIA C/D effort. If such work is necessary,
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then it is recommended that tne research be done in-house. By utilizing the

appropriate AMRL, FDL and especially DAIS information, one should be able to

identify CNI display symbology, display messages, control requirements, update

rates, and information sources. This would seem to be the most cost-effective

way to respond to this pressure.

C. Availability Needs: The availability issue was further specified in the

Request for Class D&F [11 to include fault recognition, fault isolation, fault

tolerance, design for repair, built-in-test, MTBF and MTTR. These last two items

(MTBF and MTTR) will be evaluated through the PRICE-H model. The other factors

are to be considered in the System Definition projects [6].

Paragraph 4.2.4 of [6] specifies that "the contractor shall develop an

approach to physical partitioning of system architecture components that includes

redundancy and fault tolerant design concepts to enhance the reliability,

availability, and survivability of the system, and facilitates ease of maintenance"

Further, the contractor is to include "BIT function partitioning in the analysis

and develop and Justify a rationale for the lowest level of fault isolation"

[6, Paragraph 4.2.41. Paragraph 4.2.11 [61 also considers the abilities aspect

of ICNIA. In addition, this Paragraph requires the contractors to consider possible

logistic support concepts which is the last key issue of the OIS. Since MFBARS is

a software radio, it raises different support issues or demands a different type

of support. Investigation into this life cycle support concept is a required

task of the System Definition studies.

Since the final two key issues of the OIS will be addressed as part of System

Definition work, they cease to become efforts of the OIS. There certainly appears

to be no reason why these tasks should be repeated. The above analysis does place

added importance on these tasks. Thus, the selected contractors should be

encouraged to devnte adequate attention and resources to this analysis. These

issues are too important to become mere secondary efforts.

VI. RECOMENDATIONS: This section of the report summarizes the recommendations

mnde throughout the body of this document and contains a few new recommendations. In

addition, more detail will be provided concerning the proposed retrofit study.

1. The primary recommendation is that an in-depth retrofit study be initiated.

Since the key issues of the OIS will be responded to by either of the

two in-house efforts and the System Definition effort, the funds originally

allceated to the OIS could be used in the retrofit study. Whether this

study is called an OIS or something else is an organizational matter.
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1. AN/ARC - 190 (HF)

2. AN/ARC - 115, - 131 (VHF)

3. AN/ARC - 164 (UHF)

4 . AN/ARC - 17] (AFSATCOM)

5. AN/ARC - 108 (ILS/VOR)

6. AN/ARN - 118 (TACAN)

7. AN/APX - 76 - 101 (IFF)

8. JTIDS CLASS II TERMINAL

9. GPS HIGH DYNAMIC SET

10. SEEK TALK

ii. SINCGARS

OPTIONS

12. ADAPTIVE HF/VHF

13. NATO IDENTIFICATION SYSTEM

14. DISCRETE ADDRESS BEACON SYSTEM

TABLE 32: BASELINE FUNCTIONAL REQUIREMENTS [61
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1. COCKPIT LAYOUT

2. AVAILABLE AVIONIC SPACE

a. location

b. size

c. cooling method

d. vibration

e. possible candidates

3. ELECTRIC POWER SYSTEM

h. ENVIRONMENT CONTROL SYSTEM

5. CURRENT AVIONICS

a. location

b. size

c. weight

d. power

e. cooling method

f. mounting

6. ANTENNAS

a. type

b. location

7. INTERFACE DATA

a. signal characteristics

b. electrical characteristics

8. FUTURE MODIFICATIONS

9. DATA SOURCES

TABLE 33: ELEMENTS OF AVIONIC SUMMARY [42]
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The retrofit results would have three impacts. First, many of

ICNIA's benefits are due to standardization. If MFBARS will not

be retrofitted, then these benefits would be limited in the near

future. Standardization benefits would not occur until the next

century. Second, the retrofit results will influence what C/D

research is necessary. Once the market for MFBARS is established,

the equipment with which MFBARS would need to be compatible would

be identified. Third, on certain aircraft ICNIA may provide new

functional capabilities since not all aircraft contain the avionic

suite identified in Table 32. These added capabilities may be

able to off-set some of the retrofit costs.

In the ARINC study [21] the potential market for MFBARS was the

F-15, F-16, A-10, F-hG, and EF-IIIA. These would provide a

starting point for the analysis. An additional document which

should provide an excellent baseline is Avionics Interface Data

Sumaries: A-IDA, EF-]IiA, F-)iF, F-hG, F-15A, F-16A, F-IIlA, F-l1E,

F-I1IF, RF-hC [421. Table 33 lists the elements detailed in this

report. The study provides information concerning the space and

environment in which MFB3ARS would be placed. In addition, the

equipment with which it. must interface is also identified.

The output of Retrofit Report should be a complete specification

of ICNTA's market. It should identify the aircraft and whether the

aircraft should receive the complete MFBARS or some portion of it.

The report should also include a detailed analysis of the interface

question. This would include consideration of controls and displays,

partitioning and software requirements.

2. The System Definition data should be analyzed using the following

software packages: PRICE-H, PRICE-L, PRICE-S, ALPOS and STEP.

(Another additional example of STEP's ability is [431).

3. A more accurate physical description of ICNIA will be available at the

conclusion of the System Definition phase. This data will substantiate

the claims of power, size, and weight savings of MFBARS. This support

and the results generated in (2) should be combined into a single in-

house document. This document would specify the physical and cost

benefits of ICNIA. A single document would more effectively provide

information to the potential users and make the preparation of the

necessary briefings easier.
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h. Avionics System Analysis and Integration Laboratory (AVSAIL)

provides a very strong in-house simulation capability. These

capabilities are detailed in [4h]. Although still too early in

ICNIA's life for strong consideration,AVSAIL and AEP (described

in Section IV. D.) should be utilized when appropriate. Such

capabilities should not be ignored in the marketing of ICNIA.

5. Through an in-house effort, the avionic function mission scenarios

should be developed. This project should combine information from

ARINC [21], SPANS [hi and AMA [22, 23]. This document will be very

useful to future reliability work.

6. A formal liaison should be developed with AMRL, FDL, and ASA. This

would keep all parties informed of state-of-the-art developments

and provide a forum for technology transfer. In addition, this base

would provide the experienced consultation that AAAD will need if

future C/D work is required due to retrofit.

7. A formal liaison should be established with the Navy's Tactical

Information Exchange System (TIES) Program. Since MFBARS and TIES

have similar goals [h5], the Air Force and Navy may learn from each

others' efforts.

8. This report does not recommend the initiating of any C/D effort

before the completion of the retrofit study. However, if the System

Avionics Division or AAAD disagree with this recommendation, then

a small in-house effort is suggested. The DAIS and AMRL studies

provide valuable documentation. The in-house effort should emphasize

the isolation of CNI data and display requirements.

9. The System Definition contractors should be closely monitored to ensure

adequate response to the availability and logistic support issues. These

could be major benefits of ICNIA. Thus, it is in AAAD's best interests

that these concepts be fully and professionally examined.

The Retrofit Report and the other recommended tasks would provide a more firm

basis upon which to do an indepth benefit analysis. This benefit analysis is

essential if ICNIA is to be marketed to the users. It is certainly not too soon

in ICNIA's development to consider its marketing strategy. Hopefully, this report

has been of some assistance in developing an ICNIA market strategy.
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APPENDIX A

MODELING THE PILOT - C/D INTERFACE

I. PURPOSE:

This appendix is devoted to detailing my efforts concerning models of the

pilot-C/D interface. Previously, it was expected that the MFBARS OIS would

be concerned with this topic. If a reasonably good model could be developed,

this model could be used to analyze the interface problem. -This analysis might

be able to answer many of the interface questions and provide some guidance to

the more expensive man-in-the-loop simulations that would follow.

This report, however, suggests that although the interface problem is an

important issue, it. is an issue that needs to be and is being analyzed by other

groups. Thus, this appendix will probably have no direct bearing on the M.BARS

OS. It is presented here to give a more complete accounting of my efforts.

This material may be general enough to be of ise in analyzing the ICNIA-core

avionics interface to be addressed in the System Definition study [6]. This

possible application will be considered in the summary of this appendix.

II. BACKGRO D :

It has been :;tated that the C/D design problem is "one of providing the precise

information needed, at the precise time needed, in the precise format needed for

assimilation, and in the precise location needed'! [?h, p. 62]. Each of these are

critical aspects of the C/P problem, but the emphasis here is on what information is

needed. However, many of the models are general enough to consider the more

expanded question.

The question of what information leads to consideration of human decision

processes. Leedom, in a recent article, reviews modeling approaches to including the

human in system simulations [46]. Obviously for the C/D system the human element

is rather important. One way of including the human in system simulations is the

mon-in-the-loop approach. A second is through a simulation of human decision

processes. This latter approach will be considered here.

In order to build a simulation of human decision processes, it would be

advantageous to build it based on a well-recognized theory of human decision

making. One such theory is the information processing approach to problem

solving (4T, hR]. In general, it assumes that "much human problem solving proceeds

by erecting goals, detecting differences between present situation and goals,

finding in memory or by search tools or processes that are relevant to reducing
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differences of these particular kinds, and applying these tools and processes"

(49, p. 403]. Certainly, this is a very broad basis and must be particularized

to a specific problem situation. However, even when particularized,this approach

provides more of a framework than an actual model that could be used to simulate

human behavior. This framework has spawned a large number of simulation models

[47] and is recommended as an approach to pilot-C/D interface modeling. As

stated above, no modeling effort is required by the OIS; therefore, there will

not bea follow-up to this recommendation.

The next two sections will identify two additional modeling approaches.

Actually, these approaches are speuific software packages. The two techniques

will be briefly described and applications of the techniques will be cited.

III. SAINT:

Systems Analysis of Integrated Networks of Tasks (SAINT) "is a FORTRAN based,

network-oriented, combined simulation language for modeling large, complex systems

with continuous and discrete event components that interact and possess time

varying properties" [50, Abstract]. Due to this combination of discrete and

continuous events, the language is ideal for modeling the pilot-aircraft interface.

The pilot performs discrete tasks as he flies the aircraft. The aircraft dynamics,

n the other hand, are continuous. Thus, this language provides a tool for both

of these component types to interact. SAINT has been used to evaluate the DAIS

display concepts [51, 52], and additional information concerning SAINT is contained

in [50, 53, 54, 55, 56, 571.

IV. HOS:

Human Operator Simulator (HOS) "is a digital computer program designed to

simulate the complex interactions between man and equipment by modeling both

the operating characteristics of the machine and the perceptual, cognitive and

motor functions of the operator" [58, p. 39-31. The simulated operator can:

obtain information, remember information, perform mental calculations, make decisions,
move a body part, manipulate a control, and relax [58]. The HOS model was initially

developed to assist in the evaluation of new Naval airborne weapon systems with

regard to displays, controls, labels, panels, etc. [59].

HOS has been used to simulate an open ocean convoy screening mission [58] and

pursuit tracking [60]. It is propounded to be "a highly useful technique for the

initial assessment of how well a trained operator will be able to perform his

tasks in a specified crewstation under varying situational demands" [59, p. A-91.

Additional information about HOS can be found in [59].
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V. SUMMARY:

This appendix has presented three approaches to modeling the human operator.

The first approach is a rather general paradigm of human problem solving. It is

a rather useful tool for analysis but would only lay the ground work for modeling.

The SAINT and HOS packages provide the software to build human pilot simulations.

Thus, they are capable of modeling the pilot-C/D interface. This information

may also be useful in modeling other interfaces.

Part of the Systems Definition project is ICNIA-Core Partitioning [6]. The

contractor will identify which functions will reside in the CNI terminal and

which in the core avionics. This hardware network might be modeled through SAINT

or a SAINT-like language to analyze the various system requirements. This analysis

could assist in the partitioning effort.

8
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APPENDIX B

FUTURE EFFORTS: RELIABILITY ANALYSIS

This rather brief appendix is devoted to discussing a possible mini-grant

effort to follow the sumer program.

I. BACKGROUND:

The concept of functional reliability is of major concern for ICNIA.

Previously, each black box contained a single function. Thus, when this box

failed, the function failed. In this situation the reliability of the black box

and the reliability of the function were one and the same. Within the MFBARS

system this one-to-one correspondence between functions and black boxes no longer

exists. Therefore, a box may fail without any corresponding loss of function due

to the reconfigurability of the system.

MTBF and MTTR are usual measures of reliability. Although these values are

still important,there needs to be an approach to evaluate the increased functional

reliability that is associated with MFBARS. Thus, a mini-grant effort could

explore possible measures and develop an analytical tool to evaluate a proposed
system.

II. N=THODOLOGY:

s eAt this point, detailed methodological development is premature. This Section,

then, should be considered as preliminary.

The MFBARS/ICNIA system could be considered a network of inter-related pieces

of hardware and softwhre. Since the system is reconfigurable, there are multiple

paths through the network. One tool for studying this network might be SAINT.

SAINT's appeal in this situation is due to its structure and physical

availability. As stated in Appendix A, it is a network-based language and may be

very useful in describing the ICNIA system. In addition, since SAINT was developed

at WPAFB, it is available and well-supported at this facility. In-house support

is often very helpful.

III. EXPECTED OUTPUT:

The results of this effort are expected to:

i. Provide measures for evaluating the functional reliability of MFBARS; and

2. Provide AAAD with a tool for analyzing various ICNIA configurations with

respect to functional reliability.
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APPLICATION OF RISK ANALYSIS IN THE

ACQUISITION OF MAJOR WEAPON SYSTEMS

by

Dr. George H. Worm

ABSTRACT

n implementation of a statistical approach to cost risk analysis is

developed in this paper. A general discussion ot risk analysis is presented

to fblliliarize the price dnalysis with the cuncepts involved dnd then forms

are presented which allow for the implementation of a risk analysis.

Appropriate definitions are given along with a step-by-step procedure. The

results of the risk analysis are related to the effect of incentive

contracts and several examples are presented.
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I. INTRODUCTIUN

During the development and procurement phases of acquiring a major

defense weapon system, many decisions must be Made concerning its

performance, cost and scheduling. An important aspect of this decision

making process is the analysis of uncertainty* which exists. Loinnlon

approaches to analyzing uncertainty have ill the pdst focused on the deci-

sion maker's intuition, on sensitivity analysis and on risk analysis. At

the time of negotiating one of possibly many contracts, the focus is

narrowed to the analysis of uncertainty inherent in the projection of cost

involved in a contract. The cost of d specific contract dnd not the cost

of the entire system acquisition is discussed here.

When the term risk analysis is used, three types of risk are

generally implied. These types are technical risk, cost risk, and schedule

risk. In the study of a large weapon system, all of these risks should

be analyzed to determine which alternatives should be chosen in order to

maximize the probability of having a successful progrdn. When a specific

contract for a program is being negotiated, the primary variable of

interest is the cost risk. important to note, however, is that the cost

is not independent of the amount of technical and schedule risk. The

technical and schedule risk are important factors in the estimation of the

cost risk and hence the cost which should be negotiated.

For a major weapon acquisition both a price and cost analysis are

required. These forms of analyses are methods of investigating historical

data and projected costs in order to obtain independent estimates of costs

from those provided by the contractor.

The cost analysis is an examination of individual cost elements to

determine if the estimates approximate the dollars it should cost to per-

form the contract if the company operates with reasonable economy and

efficiency. In the process of a cost analysis there are many uncertain-

ties which may arise and which are not under the control of the government

or the contractor. These uncertainties should be isolated in addition to

* Technically many authors differentiate between risk and uncertainty, but

the terms will be used interchangeably in this paper.
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the cost estimates during the cost analysis. It is inpurtanrt to note thdt

throughout this paper the controllable factors which influence the cost

during the performance of a contract are assumed to be At on econoUIIiC and

efficient level on both the part of the government and the contractor.

The price analysis, which is based on comparisons with similar pro-
ducts or earlier production, may provide additional information concerning

the estimates and the amount of randomness which might be expected. The

price and cost analysis provide the necessary subjective and objective

information for a risk analysis. This includes nut only thne cost esimates

but dlso the definition of random factors which are important influences

on cost.

At ASU a price analyst has tire responsibility of determining and

negotiating a fair and reasonable cost and profit for d contract. Many of

the cost elements nay be estimated with some degree of certainty and will

be referred to as non-random. Examples of non-random cost include nego-

tiated overhead rates, wage rates and certain routine labor costs. Other

cost elements will not be known or identifiable with certainty and will be

referred to as random. The randomness in the cost elements may be caused

by some factor affecting cost or may be totally unexplainable. Causes of

randomness in cost elements include design, labor and material uncertain-

ties concerning costs and amounts. The price analyst must still estimate

the cost and negotiate a price for the contract. The purpose of this

paper is to explain how risk analysis can be used to reflect the extent to

which randomness affects total cost.

Random factors affecting cost are events which the contractor cannot

control and which are known (or suspected) to impact one or more

elements of a cost of the contract. These factors represent the element

of risk involved in a contract, thus the term risk analysis.

Again, risk andlysis is a procedure for analyzing how randomness

affects the total cost. An analyst must identify the random, uncontrollable

factors and assess the probability of different events occurring. Then

using risk analysis, the distribution of the total cost is obtained.

Results of a risk analysis may be useful to a price analyst in several

ways. First, it will help to show possible actual costs which might occur

and the probability that they will occur. Second, it may help in determining

the type of contract to offer. Third, expected cost to the government
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and expected profit can be determined. And fourth, dcLudl cost Can be

bounded or given a rdnge over which it will must likely occur.

The remainder of this paper will discuss d procedure for risk analysis

which avoids the use of simulation by applying some well known statistical

properties. First, a structure for risk anadlysis is discussed which is then

applied to a simple case. Second, a cost modiel is given which allows fur

a systematic and consistent method of estimating costs ald arriviig at a

total cost. Third, a statistical approdch to risk analysis is presented

with the accum1panying forms for performing the necessary calculations.

Finally, examples are given to illustrate the results of a risk dralysis.

I. LACKGRUUNU FUR RISK ANALYSIS

Fur risk atalysis time contract cost must be viewed as an unknown (at

the time of cost and/or price analysis) which will be some specific dollar

value in the future. That specific dollar value we will assume is the

total cost recognized in the final settlement. If this cost was known

with certainty and the profit was agreed upon, the price analyst would be

out of business. However, since the cost is not known, the price analyst

must estimate cost and degree of risk involved.

At the time of negotiation, the future actual cost, since unknown, must

be estimated. Risk analysis does not exactly estimate the cost but rather

estimates its distribution. A distribution is a pictorial representation

of the probabilities of different true costs occurring in the final

settlement. This distribution is the ultimate goal of risk analysis.

An examiple of the output of a risk analysis is shown in the graph

in Figure 1. This is an example of a discrete distribution, which is

s _i"i p i - continuous distribution, and is used when there are discrete

tcumnes of the rs. A discussion of a continuous distribu-

tion is er in this s e height of the curve represents

the relative likelihuo of occurrence at level. However, the

area under the curve gives us probabilities of the co ognized at the

findl settlement being between two numbers. In Figure 1, the ta-a area

under the curve will always be one and the area shaded is the probability

that the final actual cost will be between the two dollar figures "A" and

"B." The cost denoted by "M" is sometimes referred to as the most likely

value.
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Appendix I gives a numerical example using discrete events. In the

example we have only discussed factors which could have a finite number of
outcoimes. In most price analysis, however, the randomness is of a con-

tinuous type. For instance, the price analysis might estimate that the

number of hours required for a contract are going to be between 80 and 130

hours and will most likely be 100. If the distribution of the hours

required is continuous then a distribution of the form in Figure II is

comnonly used. A commonly used distribution for costs is known as a Beta

distribution and has several favorable properties to be discussed later.

/ •-

,) 90 100 110 120 130 Ikurs

,q~ rLO j  I~i , I €i ', i, ,r

I i,],'I , II
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The analyst it only responsible for choosing the three points, lie

must choose the mlinimum, the iiost likely arid the miximuiii. As with the

discrete distribution, the total area is one square unit, dnd in Figure 11

the number of squared units in the shaded area is the prubabiliLy that the

hours required in the contract will actually be between 110 dnd 120.

If Beta distributions are used in specityiny possible outcomes for

the random factors, then the total cost distribution which is

the output of the risk dnalysis is going to be continuous. The procedure

described in step 5 of Appendix I is quite a bit 11o'e cumplex than for the

discrete cdse because there are an infinite number of possibilities.

Ill. COST MUIlEL

Comnon approaches used in risk analysis to handle continuous distribu-

tions are simulation and statistical analysis. Although the same basic

approach as given in Appendix I is used in simulation, generally a com-

puter is used to manage the calculations involved. Several computer

programs for simulation can be found in the literdture for performing risk

analysis. In order to avoid customizing a risk analysis to a particular

contract, a general cost model is given in this section. This cost model is

an organizatioli of all the cost subconiponents into a forn which can be used

in either d simulation study or a statistical analysis.

By applying soite well known statistical properties to the cost model

below, an alternative to simulation is enployed. A general cost model is

first described as a starting point for performing a risk analysis for a

contract. The total cost is assumed to be comprised of the following

subcomponen ts:

a) Material (MAT),

b) Material Overhead (MATOH),

c) Interdivision Transfer (IT),

d) Direct Engineering Labor (DEL),

e) Engineering Overhead (EOH),
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f) Direct Manufacturing Labor (UML),

g) Manufacturing Overhead (MOH),

h) Other Costs (OC), and

i) General and Administrative Expenses (GAE).

In evaluation of a contract, each of these subcmponents are usually

broken down further and are commonly interrelated as shown below, where PI

through P4 are specific percentage figures, and RI and R2 are specific

rates. The * is used to denote multiplication. The general cost model

is:

MAT = Estimated Material Cost

MATOH = P1* MAT + Estimated Independent Material Uverhead

Ir = Estimated IT Cost

DEL (Estimated Engineering Hours)* RI

EOH = P2*DLL + Estimated Independent Engineering Overhead

DML = (Estimated Manufacturing Hours)*R2

MOH = P3*UML + Estimated Independent Manufacturing Overhead

UC = Estimated Other Cost

SUBTOTAL = ST= MAT + MATOH + IT + DEL + EOH + DML + MOH + OC
GAE = P4*ST
TOTAL COST = TC = ST + GAE

Even though we are showing the P's and R's as given quantities, they

may be considered as random. If they are considered to be random, then a

simulation or moments must be used rather than the statistical approach pre-

sented here.

Note that in this model eight estimates are needed to determine the

total cost. A form for organizing the collection of data required for

the risk analysis is given in Form I. The estimates requiring minimum,

most likely, and maximum are assumed to be Beta distributed as shown in

Figure I1. The minimum, most likely, and maximum values must be supplied

by the analyst. For each of the cost categories, either the cost ($) or

hours must be estimated. The overhead categories are divided into two

parts, the independent overhead cost and the overhead rate. The indepen-

dent overhead cost is a cost which does not change when the direct cost
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changes. Usually, the uncertainty in the independent overhead cost is due

to future business conditions. The independent overhead cost is coiiknonly

allocated to the direct cost and then lumped with the overhead rate,

however, it should be kept separate for a risk analysis. rhe overhead

rate should reflect those costs which are directly proportional to the

direct cost. It is assumed here that this rate is known with certainty.

Using the beta distribution implicitly assumes that the pussible outcomes

can be bounded in some finite range. For imidture systems, this is not an

unredsunable assumption. Appendix I discusses now these aggregate values

can best be estimated.

//'

LO MOST LIKELY HIGH

I l Ii t i I Lu lL i i

'Jut : I

The formula for the mean (expected) and variance are theoretically

based on the properties of the Beta distribution and have been widely used

in statistics, risk analysis and scheduling (PERT). The formulas for cal-

culating the Mean and Variance for a Beta distribution are:

Mean = L + 4ML + H

6

and
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Variance H-

where H=gnaximum, L=minimum and ML=most likely. These calculations are

actually approximations and are very good it the distribution is nut too

severely skewed ().

The theoretical justification for the use of a statistical method in

performing risk analysis is presented in Appendix I[1. This involves

rearranging the cost elements of the total cost so that the total cost is

a sum of independent random var"ables. Using this fact the total cost is

known to be normally distributed as shown in Figure IV. This means that

only the mean (expected value, E(TC)) and variance, Var(TC) need to be

determined in order to make statistical statements about the total actual

cost. The next section discusses how the expected value and variance can

be estimated from the estimates of the individual cost subcomponents.

ILr

, E(TC) Total Cost

N, ri-m I [i, Iihuli,I i(J l,' IV
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IV. Statistical Procedure for Risk Analysis.

As mentioned above, several estimates are required and therefore

need to be defined as closely as possible in order to develop good esti-

mates of the actual cost. Figure V shows that there are many different

costs involved from the beginning to the end of a contract. They are:

1. Actual,

2. Negotiated,

3. Objective,

4. Most Likely (estimated),

5. Minimum (estimated),

6. Maximnum (estimated),

7. Expected (calculated), and

8. Confidence Intervals for Total Cost (calculated).

These eight costs are described below in order to avoid confusion. The

costs 4, 5, and 6 are estimates required for a risk analysis and 7 and 8

are calculated in the risk analysis. The information provided by 7 and 8

should be helpful in the establishment of objectives and in the deter-

mination of the type of incentive contract to be used.

PRICINGCONTRACTOR 'MINIMUM CN ACTOR

MAXIMUM I BJECTIVEl
PROPOEDI-0 MOST --- lINITIAL NEOIATEJ -

LIKELY I POSITION |

I Figure V
PCO
DCAA
DCAS/AFPRO
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1. Actual - The total dollars paid at the time of the final

settlement. For incentive contracts the actual is the actual cost plus

target profit plus share of underrun or less share of overrun.

2. Negotiated - The negotiated is the target cost, target profit,

share and ceiling agreed upon. This will be the basis for the actual

settlement as soon as the actual cost is known.

3. Objective - An Air Force goal established before negotiations as

an acceptable final negotiated value. Using the proposal and field

reports, a fair and reasonable target cost, target profit, ceiling and

share are determined. The estimates should be realistic rather than

accurate. Realistic assumes that the contractor is responsible for cost

control and the creation of operational efficiencies but not necessarily

the costs for which he has no control. Accurate estimates tend to

encourage inefficiencies and higher prices because the government assumes

all cost responsibility.

4. Most Likely - The most likely cost is that projected cost that a

contractor may be expected to incur at the completion of the effort under

norlnal, controllable conditions and represents estimated costs that will

most likely occur. It does not include uncontrollable risks such as con-

tingencies in the event a vendor does not deliver as scheduled or the

quality required, or abnormal cost impacts due to catastrophic

conditions. The most likely is an estimate of the actual cost developed

using the contractor's proposal, field reports, etc. This estimate is

the single most probable cost which might actually occur. There is a

tendency to adjust this estimate based on the less probable costs which

night occur, however, this adjustment should not be made in the most

likely estimate. The most likely estimate should be the estimate of cost

which will most likely be correct. Here we are not interested in getting

close but are interested in the cost which has the highest probability of

actually occurring. This estimate should assume efficencies and cost

control on the part of the contractor.

Operationally the objective cost can be used as the most likely if

the following guidelines are followed:
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A. A predetermined level of efficiency dnd cost control is assumed

for both the government and contractor.

B. The cost estimate is based on expected conditions under which

the contractor will have to operate.

C. No adjustments are made to the most likely cost based on what
"might" happen during the performance of the contract.

Note that for negotiations the most likely may or may not be the

objective depending on the information obtained from the risk analysis.

5. Minimum - The minimum estimate of the actual cost should be the

cost expected under the "best" possible conditions during the performance

of the contract. The sane level of efficiency and cost control as used

for the most likely estimate should be assumed for the contractor's

behavior. The reasons that the actual cost would be at the minimum are

not controllable by the contractor and will be this low only because of

chance. Be sure not to confuse this minimum with the least possible

negotiated cost. Again, the estimate has nothing to do with what might

happen during the negotiations but rather should reflect the least

possible actual cost which might occur.

Operationally the minimum can be estimated by:

A. Assuming efficiency and cost control by the contractor during

the performance of the contract. (i.e., What is fair and

reasonable behavior on the contractor's part?)

B. Determining the best possible conditions (uncontrollable)

which might exist during the performance of the contract and

estimating the minimum cost.

Note that the actual cost might be lower than the minimum if

the contractor performs more efficiently than assumed. The minimum

defined here is for a given contractor's behavior and is the minimum over

uncontrollable conditions.

8
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6. Maximnum - The maximium estimate of Line acLual cost should be tile
cost expected under the "worst" possible conditiuis during the perfor-

mance of the contract. Again, the same level of efficiency and cost

control should be assumed for the contractor's behavior. The maximum

cost would not be due to poor performance by tile contractor but would be
high strictly because of chance. The maximum is not to be confused with

the limits placed on the negotiator as his miaximum position or the maxi-

mum approved position.

Operationally the maximum can be estimated by:

A. Assume efficiency and cost control by the contractor during

the performance of the contract (i.e., What is fair and

reasonable behavior on the contractor's part?)

B. Determining the worst possible conditions (uncontrollable) which

might exist during the performance of the contract and esti-

mating the maximum cost.

Note that the only reason the cost might be higher than the maximum is

if there is poor contractor efficiency or cost control. The maximum

defined here is for a given contractor's behavior and is the maximum over

uncontrollable conditions.

7. Expected - The expected total cost is the average total cost

which would occur if the contract were performed many times. This calcu-

lated cost may differ from the sum of the most likely cost because it

incorporates the randomness involved in each of the cost subcomponents.

Actually, the expected total cost is the sum of time expected cost for

each subcomponent. From the estimates defined above in 4, 5, and 6 the

expected cost can be calculated using a weighted average of those

estimates. The formula which is commonly used weights the maximum and

minimum equally and weights the most likely by a weight of four. That
Sis: i

= Lxpecte(k Cost = H + 4ML + L

6
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No truely intuitive feel for this formuld Cdi be given, but by

weighting the most likely four times as much as the maximum and minimum,

the expected cost is pulled away from the midpoint between the rmaximum

and minimum towards the most likely. This formula has been found to work

well when the distribution of the cost is not too skewed. As mentioned

earlier, the formula for expected cost is theoretically based on the pro-

perties of the Beta distribution and has been widely used in statistics,

risk analysis, and scheduling (PERT).

The expected total cost will generally be in the center of the

possible total costs which might occur. Note that the mot likely is not

necessarily in the center but is most probable. The expected cost takes

into account possible high and (or) low costs which might occur.

B. Confidence intervals for total cost - Just as the expected cost

is a measure of the center of the costs which might occur, the variance

is a measure of the amount of dispersion in the cost. The variance of

individual cost subcomponents can be estimated by dividing the range be-

tween the maximum and minimum by six and squaring the results, that is

45 2  = Variance : (H_ L)2

The variance of the total cost is then the sum of the variance of the

subcomponents. The expected value and variance then totally describe the

total because the total is a sum of independent subcomponent costs. The

total cost is therefore normally distributed.

A confidence interval is a range of costs which has an associated

probability that the actual cost incurred will be in the range. Since

the total cost is normally distributed these probability statements are

as given below:

STATEMENT PROBABILITY

Total Incurred Cost ! .5

Total Incurred Cost £ p + 1- .8413

Total Incurred Cost hJ + 2' .9772

Total Incurred Cost i p + 3E .9987
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For example, of all of the possible outcomes of the cost subcomponents,
84.13% would have a total cost of less than u + 16- or there is a probability

of .8413 that the actual total cost incurred will be less than u + 1e.

The following is a brief description of Forms I, I1, and III which can be

used as a risk analysis. The accuracy of probability statenents depend

on the accuracy of the estimates required. The theoretical con-

siderations of the risk analysis are presented in Appendix 111.

The purpose of Do Form 633 is to provide a standard format which the

contractor submits to the Government a sunary of incurred and estimated

costs. Form I attached has the same cost categories but allows for

uncertainty in the cost estimates. The only difference is the segmen-

tation of overhead into independent overhead costs and overhead rates.

The independent overhead cost does not depend on the direct cost and the

overhead rates are the factor applied to the direct cost.

STEP 1: Complete the first three columns of Form I

The estimates required in Form I must be made by the price analyst

and may require judgemental factors along with mathematical or other

methods of cost estimation. It is assumed that the cost will turn

out to be some where between the minimum and maximum bounds

estimated. The overhead rates are assumed to be known with

certainty.

STEP 2: Calculated last two columns of Form I

The formulas for calculating the mean and variance are supplied at

the top of Form I.

STEP 3: Transfer values from Form I to the first two columns of Form II

and III

STEP 4: Calculate third column of Forms II and III when multiplied by

the factor shown.

The third column is the product of the first two and the totals

provide an estimate of the Expected Total Cost, E(TC), and the

variance of Total Cost, Var(TC).
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The "true total cost" will be normally distributed with ,me,,n [([C) aJid

variance Var(TC). With these estimates of E(TL) and Var([C) the

following probability statements can be made.

STATEMENT PNL06AB!LITY

True Total Cost E(TC) .5UO0

True Total Cost E(frc) + "F-ar) .8413

True Total Cost E(TC) + 2J a-(-C) .9/7?

True Total Cost E(TC) + 3 4VdTT ____ .9987

The Forms I, 1L, and III can be used to find the expected total cost

and the variance and probability statements can be made as above. In

additijn this information can be used to evaluate different incentive

contracts by applying the formulas presented in Appendix 1I1. Since these

formulas are very difficult to use, a computer program is given in

Appendix IV for calculating the expected profit and expected price for a

given incentive contract.

Before discussing the use of this program the concept of expected
profit and expected price need to be discussed. As we saw in the example

in section II there are many methods of estimating the profit on a

contract (see Methods 1-4). The expected profit weighs each possible

profit by the probability of the corresponding cost occurring. The

expected profit is an average profit if the contract were performed many
times. The expected price is the average cost to the government if the

contract were performed many times.

An example run of the program is given in Appendix V, where input
supplied by the user is underlined and the response of the computer is

not. The output in the example is self-explanatory. The high and low

are computed at plus and minus 3 .Var(TC) In other words we can be

99.7% confident that the profit and price will be between the high and

low values.
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Appendix VI is a listing of a com(tputer prugrdit which can be used to

perform the calculations involved in Forms 1, I, arid II. The output of the

program is a suggested price ceiling and contractor share calculated from

the risk analysis. Note that the incentive contract is suggested for

contracts which have more than a five percent variatiun. An example run is

given in Appendix VII. The inputs required in addition to the entries in

Form I are the Weighted Uuideline Method (WGM) profit and the cost risk used

in the WGM. The program computes a ceiling and cuntractor's share based on

the concept that E(TC) + 317VF'rTC is the point of total assumption and the

correspondin'g profit should be the WGM profit less the cost risk.

rhe next section presents several examples of the use of Forms I, I,

and III and discusses the conclusions which can be drawn from each analysis.
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V. EXAMPLES

The following examples are actual cases which have been negotiated or are

in the process of being negotiated by ASD Pricing. The specifics con-

cerning the companies and airframes involved are not disclosed here. The

estimates in the first three columns of Form I were given by knowledgeable

price analysts involved with the negotiations. Cost entries are in

$1,000,000 or hours are in 1,000,000 hours. The wage rates are in

dollars.

Case I

The information obtained from the price analyst for case one is shown in

the first three columns of Case 1-I. The material, engineering and manu-

facturing overheads for this case were considered to be independent. It

would be preferable to breakdown the overhead into two separate

categories independent and rate applied to a base, however, this infor-

mation was not available. The effect on the analysis of treating all of

the overhead as independent is not extremely significant but will cause

the confidence intervals to be tighter than if it were separated.

The hours for labor were not readily available, therefore, the cost of

labor was used. This will not have any effect on the results of the

analysis.

From the estimates provided, the last two columns of Case 1-I and forms

Case 1-11 and Case 1-11I were completed. The analysis shows that the

expected total cost is 38.0266 and the variance is .2877. The following

probability statements can then be made.

STATEMENT ($1,000,000) PROBABILITY

Total Cost 38.0266 .5000

Total Cost - 38.563 .8413

Total Cost 39.1 .9772

Total Cost 39.635 .9987
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Observe that there is a very small chance of thie cost exceeding the

expected by more than 4 percent, i.e. (3yVar(TC)/L(rC)). With this small

risk most likely a FFP would be preferred. This information can be used

to decide on the type of contract and to evaluate different share ratios

and ceilings. For instance the following information was obtained using

the computer program in appendix IV. The shdre for over and under runs

was kept the same in this example.

TARGET TARGET CONTRACTOR'S

COST PROFIT SHARE CEILING PROFIT EXPECTEU PRICE EXPECTED

38.5 3.85 .4 46. 4.028 42.054

38.0 3.0 .4 39.635 1.693 39.719

38.5 4.2 .3 42. 3.959 41.986

38.5 3.85 .3 42. 3.891 41.918

38 3.8 .3 39.635 1.6725 39.699

38.5 4.2 .4 42. 3.961 41.989

38.5 4.2 .3 46. 4.329 42.356

Note that the expected profit and the expected price are all approxi-

inately the same, indicating that the FFP contract would be preferred as

mentioned earlier. Although the second and fifth contracts appear to be

less costly, the ceiling would be far to tight (approximately 104%).
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Case 2

The information obtained from the price analyst for Case 2 is shown

in the first three columns of Case 2-I. In this example the overheads

were not considered to be independent and fringe benefits were a factor

applied to labor. Note that the fringe rate was added to the overhead

rate although it was in other costs originally.

From theestimates provided, the total cost using the minimum, most

likely, and maximum were 18,579; 19,532; arid 20,430 respectively. After

completing Case 2-11 and Case 2-111 the resulting expected value and

variance were 19,525 and 33,327. The following probability statements can

then be made.

STATEMENT ($1,000) PROBABILITY

Total Cost £ 19,525 .5

Total Cost ± 19,707 .8413

Total Cost 19,890 .9772

Total Cost 20,072 .9987

Note that the total cost obtained from the maximum positions 20,430

would be extremely improbable if the contractor is efficient and uses cost

controls.

This case has very little uncertainty because the extreme case of

20,072 is only 2.8% (3 JVar(TC)/E(TC) larger than the expected cost. This

would indicate a FFP type of contract would most likely be acceptable.

The maximum gain or loss for the contractor for a FPIF contract would be

his share of 2.8% of the expected cost. For instance, if the share ratio

were 40% the contractor may gain or lose atmost (atmost means with pro-

bability less than .13%) 1.12% profit due to the uncertainty in this

contrdct.
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Case 3

The information obtained from the price analysts for Case 3 is shown

in the first three columns of Case 3-I. The overhead in this example

could not be separated from the costs associated with material,

engineering labor, and manufacturing labor. This is no problem in the

analysis except for the difference which would occur if the independent

overhead were kept separate.

rhe G&A is not a percent of the subtotal in this example dnd is

treated differently. This example was used to illustrate that to handle

special cases the forms may need to be adjusted.

The minimum most likely and maximum positions result in a total cost

of 63.2, 66.1, and 71.55 (million) respectively. After completing Case

3-11 and Case 3-111 the resulting expected value and variance were 66.5

and .6013. The following probability statements can then be made.

STATEMENT ($1,000,000) PROBABILITY

True Cost L 66.5 .5

True Cost - 67.3 .8413

True Cost - 68.1 .9772

True Cost -68.9 .9987

Note that the most likely position is .4 million less than the

expected cost. This would indicLAte that the most likely position is a
little too low. Again in this example there is very little uncertainty.

There is almost (probability less than .0013) no chance that the cost will

vary more than 3.6% (3 jVar(TC7/E(Tc.) uecause of the uncertainty. It is of

interest to note that the maximum position is 3.4 million more than 68.1

which will be exceeded with probability 1-.9772 = .0228.
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VI. SUMMARY

In this paper an attempt has been made to provide and explain the

necessary concepts for a risk analysis. Although the methodology is

theoretically sound, the user should be aware of the following pitfalls in

attempting to use the forms supplied here.

1. Preconceived definitions of terms used in this paper should be

avoided. For the purpose of risk analysis the user should not already

know the meaning of the following terms unless he has a strong bdckground

in stdtistics. rhe technical terms used here include:

A. Risk analysis,

8. Probability distribution,

C. Maximum and minimum costs,

U. Most likely costs,

E. Expected cost,

F. Variance,

G. Actual total cost as a random variable, and

H. Independent cost subcomponents.

2. Bias positions in estimates of costs will result in a bias risk

analysis.

3. Contractor efficiency and cost control are not an issue in this

analysis.

4. As more information becomes available the maximum, most likely,

and minimum should be adjusted appropriately and the risk analysis

repeated. Additional information will tend to reduce the amount of

variability.
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5. The risk factor used in the profit weighted guidelines should not

be added in addition to the cost which is added beCouSe of a risk

analysis.

6. This analysis should not be used if the Lotal cost is dominated by

one cost subcomponent. Good business sense should always be applied in

defining objectives and risk analysis should be recognized as only an

information tool for capturing the uncertainty in cost estimations. This

tool helps the analyst to see what might happen in urder to choose

appropriate objects and/or contract types.

Risk analysis Cd[I be a very useful tool but the results should always be

interpreted with coim~iun sense.

I
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APPLNUlIX I

Uiscrete Risk Analysis

In discussion of risk analysis, we are coicerned with those fac-

tors which are random (i.e., which cannot be controlled) ,nd which affect

Cost in SLXIIe way. For instance, we are not sure how many ]abor hours will

be required or how much scrap there will be. UntL the randomness is

determined, a risk analysis can be performed in the following way.

SILP 1 - Identify those random fdctors which would affect the cost of

the coritrdct. (A factor might be the number of hours required by the

contract).

These tacturs should be as independent as puss ible. That is, the

future outcome or value of one factor should not intluence the outcome of

another. If this is not the case then the dependence of one factor on

another must be detined.

STEP 2 - Uetermine the specific outcoies which might occur for each

factor and the probability ot each occurring. (The Outcuies of hours

required could be "hiigh" with probability .? or "low" with probability

.7).

STEP 3 - Break the total cu3-. Into suKcUnponents and define how these

subconponents are interrelated.

STEP 4 - Uefine which cost subconponents would be affected by each factor

and the magnitude of the effects for each possible outcome.

STEP 5 - The distribution of the total cost (e.g., Figure 1) may be

obtained by considering all possible combinations of the states of the

factors, calculating the total cost and weighing these costs by the

product of the probabilities of the specific outcones occurring.

Using the above procedures one should make sure that "bias" and ran-

domness are separated. If bias is included in a risk analysis, then it
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should be recognized as such and not incorporated as part of the

randomness. Risk analysis of a bias position can be performed, however,

the end result will also be biased.

A simple example may help to explain exactly what is meant by the

steps described in Section II for a discrete distribution. This example

is oversimplified in order to demonstrate how a risk analysis could be

performed. For the contract under consideration we have three cost sub-

components which are interrelated as follows:

1. Labor = hours times wage rate

Step 2. Materials

3

3. Overhead = Labor overhead plus Generdl and Administrative

(G&A)

Total cost is then Labor plus Materials plus Overhead. Note that a

change in labor hours or wage rate affect Labor and also Overhead.

Suppose that for the contract under consideration, we expect the

following:

Labor hours = 100

wage rate = $10/hr

Labor Overhead = 150% Labor

materials = $5000

G&A = $1000

Therefore the cost model above gives us:

Estimated Total Cost = $8,500

The factors which we have determined to affect the cost of this pro-

ject are:

1. Uncertain estimate of hours

Step 2. Negotiated new wage rate with union

1 3. Reliability of supplier of materials
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The outcomes of these factors are given below with their dSsucidted

probabilities. Generally these probabilities are Subjective estifldtes by

the price analyst.

1. Uncertain estimate of hours

a) 25% chance hours will be 80

b) 50% chance hours will be 100 (expected)

c) 25% chance hours will be 130

SFLP 2. Negotiated wage rate with union

2

a) 70% change low wage rate ($10) (expected)

b) 30% chance high wage rate will occur ($11)

3. Reliability of supplier of inateridls

a) 75% chance supplier will deliver ($5,000)(expected)

b) 25% chance the materials will have to be purchased on

open uiarket ($6,000)

Note that the total of the probabilities under each factor total

100%. This must always be the case. The factors above will effect the

cost in the following manner.

Factor 1 - the outcome of factor number 1 clearly is going to

effect the total cost by the amount caused by changing the hours

in the cost model defined in step 3.

Step Factor 2 - Suppose that the low wage rate is $10/hr, but may

4 have to be increased to $11/hr. The effect on total cost can be

determined by changing the wage rate in model given in step 3.

Factor 3 - The current supplier will supply the material at

$5,000, however, if he fails to do so then the materials will

cost us $6,000. This will effect the material cost only.
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The possible costs for this contract are given in Table I below

with their associated probabilities. The resulting pruoability distribu-

tion for total cost of the project is shown in Figure VII. From this

graph we can now make statements about the probability that the true

final cost will be in different ranges. For instance, the probability

that the total cost will be between $9,000 and $9,bUO i .18125. Also, we

can see that there is only a .04375 probability that the total cost will

exceed $10,000. The most likely cost will be between $8,500 and $9,000.

.1875 .4375 .17125

')dO(i 9,000 9,500 10,0o0 Total Cost

1)i' t bu i 1 ion (' t III 4(,I

I l V I I

Expected cost is the cost which would occur on the average if

this contract were executed many times. It is determined by weighing the

total costs in Table I by the associated probability. In this case, the

expected total cost is .05625 (8000) + .1125(8500) + . . = $8,866.87.

If we compare the information obtained above and in Figure VII to the

total cost using only what we expected, it is clear that our original

estimate of the cost was too low ($8,500).
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Let us now evaluate a Fixed Price Incentive Firm cuntrad.L where

Target Cost = $9,UO,

Target Profit = $ 900,

Price Ceiling = $10,250, and

Contractor Share = 30%.

See Figure VIll for the cost/profit graph.

PRO IT

.400 - -, - - 9,0-

9,000 10,000 10,500 Cost

F] XED PRICE ]rl(lll lv " I I ' L( .1-1I'I !AT GRAPH
F t11 r (" Vill

Several possible ways exist for determining the profit and the cost

to the government which might be expected.

Method I - If we use our original estimates of the cost components the pro-

fit appears to be 900 + .3 (9,000 - 8,500) = 1,050. The

corresponding cost to the government would be 8,500 + 1,050

9,550.

Method 2 - If we use the expected cost, the profit appears to be 900 + .3

(9,000 - 8,867) = 940. The corresponding cost to the govern-

ment would be 8,867 + 940 = 9,807.

Method 3 - Using the same method as used to determine the expected cost, the

expected profit can be determined by weighing each of the pro-

fits determined by the outcomes in Table 1 by the associated
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probabilities. In this case, expected profit wuuld be

.05625 (900 + .3(9000-8000)) + .1125 (900 + .3(9UOU-8500)) +

= 996 and the expected cost to the yovernmient would be

8,867 + 996 = $9,863.

Method 4 - The best and worst possibilities and the prObdbility of them

occurring are given below.

BEST WORST

Probability .05625 .04375

Cost 8,000 10,075

Profit 1,200 115

Cost to Gov't 9,200 10,250

The four methods above are used to show that different estimated costs

to the government and different profits can be obtained. Method 1 is a

common method which does not include the risk. Methods 3 and 4 are the

method of determining the expected profit and cost to the government

using risk analysis. In fact, if all of the randomness is contained in

the three factors used and it were possible to perform this contract many

times, the average profit per contract and the average cost to the govern-

ment would be the expected values given in Method 3.
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APPENUIX .I

Aggregated Estimates

Usually, the values required in Form I are riot aggregated to the level

required. It is necessary therefore to discuss how these aggregate esti-

mates can be determined from much more detailed estimates. The procedures

for aggregation are of two types. First is the estimation of maximum,

most likely and minimums for a total, where the iadximnumS, most likelies and

minimums are estimated for each element of a total. Second is the estimate

Ot aggregate rates or percentages.

For the first type, it would not be correct to estimate the maximum,

most likely and minimum by simply adding the corresponding values from

each element. For instance, Material may oe composed of three elements such as

Minimum(L) Most Likely(ML) Maximum(H)

Subcontracted Items 5,000 6*UO0 8OOU

Purchased Parts 3,000 3,000 3,000

Other Materidl 10000 12,000 16,000

Then rather than using the three corresponding totals 18,000, 21,000

and 27,000 and coming up with a mean of 21,500 and a variance of 2,250,000,

we would find the mean and variance of each element and use the total, which

would be a mean of 21,b00 and a variance of 1,250,000. Remember that the

mean and variance are calculated as

Mean = L + 4*ML + H and

6

Variance = -H_.L

In mathematical form the mean and variance for a total of several

elements is given by:

n I t 4'MI i + i
Mean :

i81
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Variance I , (;'
i=1

1th

where i denotes the i element and n is the number of elements of the total.
For this type of situation, the maximum, most likely and minimum are not
needed since the mean and variance are already determined.

For the second type of aggregation, a weighted averdyg could be used

as the single rate or percentage needed. For instance, suppose that the

labor hours are broken into two parts

Hours(H) Rate(R)

Skilled 300 $11.00

Non-Skilled 500

Then the weighted average rate would be (300*11 + 500*8)/(300 + 500) or
9.125. Note that when this rate is applied to the total hours we get the

same as if the two rates were applied separately and then totaled. Mathe-

matically this could be expressed as

Average Rate = i It i *1 i 1 E HiX

where i denotes the i element and n is the number of elements. A weighted

average percentage can be obtained in the same fashion.
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APPENDIX Ill

STAT IST ICAL APPROACH

The approach used in this paper to perform risk analysis is the appli-

cation of some well known statistical analysis to the cost inodel described

in Section IlI. The statistical analysis approach, is useful in the

handling of continuous distribution problemis.

The statistical concept used in this paper is one which states that

the sum of independent random variables will be approximately normally

distributed with a mean equal to the sum of the individual means and

variance equal to the sum of the individual variances. Usually for more

than four independent random variables this approximiation is also very

good.

If we rewrite our total cost model, we can get it into the form need.

That is:

TC = J(1+Pl)*V1 + V2 + V4*(RI + RI*P2) + V6*(RZ + R2*P3) + V5 + V3 +

V7 + V81 -(I + P4)

where Vi = Material Cost

V2 = Independent Material Overhead

V3 = IT Cost

V4 = Engineering Hours

V5 = Independent Engineering Overhead

V6 = Manufacturing Hours

V7 = Independent Manufacturing Overhead

V8 = Other Costs

Using the notation E(V1) to represent the mean of variable Vi and Var

(VI) to denote the variance of V1, tue mean E(TC), and variance, Var (TC),

of the total cost are:
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E(TC) = j(I+P1)*E(VI) + E(V2) + E(V4)*(R1+RI*P2) + L(Vb)*

(R2 + R2*P3) + E(V5) + E(V3) + E(V/) + L(Vd)j* (I+P4)

Var(TC) =(1+PI) 2*V(V1) + Var(V2) + Var(V4)*(RI+RI*P2) 2 + Var(V6)*

(R2+R2*P3) 2 + Var(V5) + Var(V3) + Var(V7) + Var(V8)1 *(I + P4) 2

The distribution of the total cost would thus be as given in Figure VI.

The normal distribution has the property that probability statements can

be iiiade using only the mean and variance. For instdnCe, there is a 68%

chance that the total cost will be between E(FC) + 4 Var(TC) and a 95%

chance that the total cost will be between E(IC) + 2*J Var(TC).

In order to facilitate the calculation of E(rC) and Var(TC), two work

sheets are provided in Forms II and 11. The vdlues needed for these

worksheets can be taken from the form in Form 1.

Unce the mean and variance of the total cost have been determined, the

distribution of the total cost is completely described since the total

cost is normally distributed. The functional form of the normal distribu-
tion is:

f(c) = I - (C 2

Where w = E(TC) and,.. = Var(TC). This distribution is then the comple-

tion of the risk analysis.

Let us now investigate the effect of risk on a Fixed Price Incentive

Firm contract which is commonly used for contracts which have some risk

but not enough to resort to a cost plus type contract. In particular, the

expected profit and the expected cost to the government will be expressed

in terms of the following variables:
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TC = Target Cost

TP = Target Profit

PC = Ceiling Price

a = Contractor's share of underruns

b = Contractor's share of overruns

CC = Point of total assumption = PC - (TC + TP) + TC

and 1-6

f(c) = distribution of true total cost

A profit-cost graph for d Fixed Price Incentive Firm contract is pre-

sented in Figure VI. Fhe line segments to the left of TC, between TC and

CC and to the right of CC are given in terms of the cust (C) as

LI = TP + a(TC - C)

L2 = TP - b(C - TC) and

L3 = PC - C.

Thus, the expected profit is given by:

TC CC FC + 31rb

E(Profit) S Li f(c)dc + SL2 f(c) dc + C L3 f(c)dc

TC - 3o- TC CC

Uf course if CC is greater than TC + 34m% , then the last term is dropped.

The expected cost to the government is then

E(TC) + E(Profit).

Note that the Normal distribution has been truncated at plus or minus 3 U-

since it is extremely unlikely that the cost will be outside of that range.

A computer program is provided for the calculations necessary for com-

paring different incentive plans. This programn accepts as input TC, TP,

c-- , a, b, and PC, and prints the expected profit and cost to the govern-

ment. Also the high and low profits and cost to the government are

printed. The computer program use Gaussion Quadrature as a numerical

integration technique for calculation of the expected profit.
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APPENDIX VI

WORM3 O9I17PDT 01/30/80

100 DIMENSION A(8,5),ETC(5)
I10 REAL MOR, MWR, MGOR
120 PRINT, 'THIS PROGRAM WAS ARIITEN TO PERFORM THE NECESSARN"
130 PRINT, 'CALCULATIONS FOR A RISK ANALYSIS BY"GEORGE WORM, 1980'
140 PRINT, 'THE LINES REQUIRING THREE INPUTS END WITH L, ML, H
150 PRINT, 'MATERIAL COST L, ML, H-'
160 INPUT," A(I l), A(I ,2), A(I,3)
r70 PRINT, 'MATERIAL OVERHEAD INDEPENDENT L, ML, H'
180 INPUT, A(2,I), A(2,2), A(2,3)
190 PRINT, "MATERIAL OVERHEAD RATEZ'
200 INPUf, MOR
210 MOR=MOR/100.
220 PRINT, 'INTERDIV TRSFRS L, ML, H'
230 INPUT, A(3,I), A(3,2), A(3,3)
240 PRINT, DIRECr ENGRG LABOR (HOURS OR COST) L,ML,H'
250 INPUT, A(4,1), A(4,2), A(4,3)
260 PRINT, 'ENGRG ,VAGE RATE (ENTER ONE IF LABOR IS COST AND NOT HOURS)"
270 INPUT, EWR
280 PRINT, 'ENGRG OVERHEAD INDEPENDENT L, ML, F'"
290 INPUT, A(5,1), A(5,2), A(5,3)
300 PRINT, 'EiNGRG OVERHEAD RATEr-"
310 INPUT, EOR
320 EoR-EOR/ 100.
330 PRINT, 'DIRECf MFG LABOR (HOURS OR COST) L, ML, H-
340 INPUT, A(6,1), A(6,2), A(6,3)
350 PRINT, 'MOT MAGE RATE (ENTER ONE IF LABOR IN COST AND NOT HOURS'
360 INPUT, MWR
370 PRINT, 'MFG OVERHEAD INDEPENDENT L, ML, H'
380 INPUT, A(7,1), A(7,2), A(7,3)
390 PRINT, 'M-G OVERHEAD RATE%'
400 INPUT, MO(OR
410 MGOR=MGOR/IQ0.
420 PRINT, 'OTHER COSTS L, ML, H-
430 INPUT, A(8,1), A(8,2), A(8,3)
440 PRINT, '0 AND A EXPENSE (PERCENT OF SUBTOTAL)I-"
450 INPUT, GAE
460 GAE-GAE/I 00.
470 DOll = 1,8
480 A(I,4) - (A(I,l) + 4. * A(I,2) + A(I,3))/6
490 J A(I,5) - ((A(I,3) - A(I,I 1))1/6.) **2
500 DO 2 1-l,4
510 ETC(I)-( l .+MOR)*A (I, 1)*A(2,I1) +A(.3,I)+EWR*( I . EOR)*A(4,I )+A(5,I)
520 ETC(I),ETC(I)+MWR*(I. MGOR)*A(6,I)*A(7,I),+A(8,I)
530 2 ETC(I)m.ETC(I)*(1.,bGAE)
540 ETC(5) -( I. +MOR) **2*A( I,5) A(2,5)*A(3,5)* (EWR EWR*EOR )**2*A(4,5)
550 ETC( 5)=ETC(5) A (5,5)+(MWRi|MWR*MGOC)**2*A(6,5),.A(7,5).A(8,5)
560 TSL - ETC(4) + 3. * SORT (ETC(S))
570 RATIO - 3. * SURT (ETC(5)),ETC(4)
580 IF (RATIO .GT. .05) 00 TO 3
590 PRINT, 'SINCE VARIABILITY IS SMALL FFP IS RECOMMENDED'
600 TP 0 0
610 CR - 0
620 00 TO 4
630 3 PRINT, 'SINCE VARIABILITY I5 MORE THAN 5 PERCENT FPIF IS RECONENDED
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640 RATIO-RATI 0*1 00.
650 39 PRINT 5, TC(4)
660 PRINT, 'IaPUT MGM PROFIT (PERCENT)"
670 5 FORMAT (I EXPECTED TOTAL C(ST IS',FIO .2)
680 INPUT, TP
690 TPTP/ O0.
700 PRINT 6, ISL
710 6 FORMAT C# RISK ANALYSIS COST (UPPER LIMIT) IS',F10.2)
720 PRINT, 'IiiPUT COST RISK USED IN MGM (PERCENT)'
730 INPUT, CR
740 CR=CR/I 0O..
750 4 PRINT 7
760 7 FoRMAT (30X,'ESTIMATES FOR RISK ANALYSIS',///)
770 PRINT 8
780 8 FORMAT (2X, 'ELEMEITS', 41X, 'MOST-)
790 PRINF 9
800 9 FORMAT (39X, 'MINIMUM', 4X, -LIKELY', 3X, 'MAXIMUM-')
810 PRINT 10, (AC1,I), I = 1,3)
820 10 FORMAT ( MATERI AL',23X,'COST-,3FI0.2)
830 PRINT II, (A(2,I), 1=1,3)
840 II FORMAT (' MOT OVERHEAD', IIX,' INDEPENDENT', 3FI0.2)
850 PRINT 12, MOR
860 12 k-)RMAT (2X, 'RATE FOR MATERIAL' F6.3)
870 PRINT 13, (A(3,I), 1=1,3)
880 13 FORMAT (C INTERDIV TRSRS", 16X, -COST-, 3F10.2)
890 PRINT 14, (A(4,I), 1-1,3)
900 14 FORMAT (" DIRECT ENGRG LABOR', 12X, -HOURS' 3F10.2)
910 PRIi4T 15, EWR

920 15 FORMAT (2X, -WAGE RATE', F14.3)
930 PRINT 16, A5,1), 1=1,3)
940 16 e(ORMAT (C ENGRG OVERHEAD', lOX, 'INDEPENDENT', 3FI0.2)
950 PRINT 17, EOR
960 17 FORMAT(2X,'RATE FOR FNGRG',F9.3)
970 PRIATI,(A(6,1),I=I,3)
980 48 FORMAT (" DIRECT MFG LABOR', 14X, 'HOURS', 3F.I0.2)
990 PRINT 19, MWR

000 19 FORMAT (2X, 'MAGE RATE', F14.3)
1010 PRINT 20, (A(7,1), 1,t,3)
1020 20 FORMAT (C MFG OVERHEAD', 12X, -INDEPENDENT-, 3F10.2)
1030 PRINT 21,MGOR
1040 21 FORMAT (2X, 'RATL FOiR MFG', FII.3)
1050 PRINT 22, (A(8,I), 1-I,3)
1060 22 FORMAT (' OTHER COST', 21X, 'COST-, 3FI0.2)
1070 PRINT 23,GAE
1080 23 FORMAT (' G&A EXPENSE', F14.4,//////)
1090 PRINT 24
1100 24 FORMAT (lOX, 'SUMMARY, CEILING/SHARE COMPUTATION,)
1110 PRINT25,ETC(I)
1120 25 FORMAT (/ ' SUMMARY, MINIMUM COST', 24X,FIO.2)
1130 PRINT 26, ETC(2)
1140 2o FOHMAT (/ • SUMMARY, MOST LIKELY COST', 20XFIO.2)
L150 PRINT 27, ETC(3)
1160 27 FORMAT (/ ' SUMMARY, MAXIMUM COST', 24X,FIO.2)
1170 PRINT28,ETC(4)
1180 28 FORMAT (I 'EXPECTED T'OTAL COST, E(TC)', 19X, F.O.19_.211X. -"EXCEEDE

/P~o8 OF 50%1)

85-52



190 PRINT 29, TSL
1200 29 FORMAT (/ I RISK ANALYSIS COST, RAC', 22XFIO.2,IX, "FYCEEDED W/PROB
J210 IF(TP.EQ.O) GO TO 31 OF I OR LESS)
1220 NP=-TP-CR
1230 WPD=TSL*WP
1240 PRINr 30, WPD
1250 30 FORMAT (/ f WARRANTED PROFIT' 29X,F10.2)
1260 TPD=uEP*LTC(4 )
1270 PRINT 32, TPD
1280 32 FORMAT (r ' £ARGIT PROFIT', 32X,FIO.2)
1290 CP=-TSL+MPD
1300 PRI NT33,cP
1310 33 FC)RMAf (I ' CEILING PRICE', 32X,FI0.2)
1320 PRINT34 ,RATIO
1330 34 k(ORMAT ( ' PERCENT DIFFERENCE BETWEEN RAC AND OBJECTIVE', IX,FIO.2.
1340 PRINT 35
1350 35 FORMAT (/1, " SHARING COMPUTATION,')
1 360 DUMM'TPD-MPD
1370 PRINT 36, DUMMA
1380 36 FORMAT (/, 4X, 'WGM PROFIT LESS WARRANTED PROFIT-', 9X,FIO.2)
1390 DUM=TSL-ETC(4)
1400 PRINT 37,DUM
1410 37 FORMAT (/,4X,'RISK ANALYSIS OST LESS OBJECTIVE COST', 3X,FIO.2)1420 CS=DUMM/DUM* I0o
1430 PRINT 38, CS1440 38 FORMAT (/, 4X, 'CONTRACTORS SHARE- 24X,FIO.2,'Z')

1450 31 PRINT, --TO CHANGE WGM PROFIT OR RISK, (TYPE 0 FOR YES, I FOR Nt)"-

1460 INPUT, ANJS
1470 IF (ANS.EQ.0) G) TO 39
1480 STOP
1490 END
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APPENDIX VII

OLD WORM3

READY
RUN-20

WORM3 09 12 PL)T 07/3(/80

THIS PROGRAM IAS 4RIUTEN TO PLRFORM THE NECESSARY
CALCULATIONS FOR A RISK ANALYSIS BY GEORGE IORM, 1990
THE LINES REQUIRING THREE INPUfS END WITH L, ML, H
MATLRIAL COST L, ML, H?8400 9000 12000

MATERIAL OVERHEAD INDEPENDENT L, ML, H?O 0 0

MATERIAL OVERHEAD RATE%?5

iN'rRLIV TRSFRS L, ML, H?I100 1800 2300

DIRCT kNGRG LABOR (HOURS OR COST) L,ML,H?85 95 115

ENGRG WAGE RArE (EN1TER (NE IF LABOR IS COST AND NDT HF)URS)?1.5

ENGRG OVERHEAD INDEPENDENT L, ML, H?O 0 0

ENGRG OVERHEAD RATh%?70

DIRECT MFG LABOR (HOURS OR COST) L, ML, H?200 230 290

MGT WAGE RATE (EiThR ONE IF LABOR IN COST AND NOT HOUR.S?I I

MFG OVERHEAD INDEPENDENT L, ML, H?O 0 0

MFG OVERHEAD RATE%?II0

OTHER COSTS L, ML, H?400 450 500

G AND A EXPENSE (PERCENT OF SUB[(OTAL)Z?I0

SINCE VARIABILITY IS MOREI THAN 5 PERCENT FPIF IS RECOMMENDED
EXPEC'hD TOTAL COST IS 23161.60
INPUT MGM PROFIT (PERCENT)?I2
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RISK ANALYSIS COST (UPPER LIMIT) IS 25514 .65
INPUT COST RISK USED IN WGM (PERCENT)?5

ESTIMATES FOR RISK.ANALYSIS

tLEMENTS MOST
MINIMUM LIKELY MAXIMUM

MATELIAL COST 8400.00 90 00.o0 12000.00
MGT OVERHEAD INDEPENDENT 0.00 0.00 0.00
RATE FOR MATERIAL 0.050
INTERDIV TRSFRS COST 17 00.00 1800.00 2300.00
DIRECT ENGRG LABOR HOURS 85.00 95.00 115.00
WAGE RATE 11.500

ENGRG OVERIL-AD INDEPENDENT 0.00 0.00 0.00
RATE FOR ENGRG 0.700

DIRECT MFG LABOR HOURS 200.00 230.0 290.00
WAGE RATE 11.000

MFG OVERHEAD INDEPENDENT 0.00 0.00 0.00
RATE FOR WG 1.700

OTIHER COST COST 400.00 450.00 500.00
G&A EXPENSE 0.1000

SUMMARY, CEILING/SHARE COMPUTATION

SUMMARY, MINIMUM COST 20373.93

SUMMARY, MOST LIKELY COST 22427.07

SUMMARY, MAXIMUM CoST 28887.37

EXPECTED TOTAL COSf, E(TC) 23161.60 EXCEEDED
W/PpOB OF 50%

RISK ANALYSIS COST, RAC 21%'IA. A EXCEEDED
W/PlOB OF 1% OR LESS

WARRANTED PROF I" 1786.03

TARGET PROFIT 2779.39

CEILING PRICL 27300.67

PERCENT DIFFERENCE BETWEEN RAC AND OBJECTIVE 10.16%

SHARING COMPUTArION#

MOM PROFIT LESS WARRANTED PROFIT 993.37

RISK ANALYSIS COST LESS OBJECTIVE COST 2353.05

CONTRACTORS SHARE 42.22%
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PULSED PLASMA PLUME MODELING STUDY

by

Daniel W. Yannitell

ABSTRACT

The present state of knowledge relevant to the theoretical

modeling of the exhaust plume of a solid teflon pulsed plasma

thruster is examined. A phenomenological description of the

sequence of events which occur during a single pulse of the

thruster is given, followed by a discussion of existing analytical

models and experimental investigation of the complex processes

involved. Emphasis is placed on the uncertainties in the modeling

and the difficulties involved in interpretation of experimental

test-chamber data. Areas in which current information is inadequate

are discussed, and suggestions are offered regarding further research

deemed necessary to improve current understanding of the plume

and its possible effects on spacecraft.
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I. INTRODUCTION:

The pulsed-plasma thruster (PPT) has several characteristics which

would seem to make it ideally suited for attitude control and station

keeping on long life satellites. The high specific impulse (1500-2000 sec)

means a small amount of "fuel" will provide a large total impulse. The

small reproducible impulse bit (-5 mlb-sec) will allow precise adjustments.

In addition, the simplicity of design,, lack of tanks, valves, etc., will

provide high reliability.

Some aspects of the PPT, however, are of serious concern to satellite

designers, and many of these concerns are associated with the highly ener-

getic, ionized exhaust plume and its interaction with both satellite surfaces

and communication transmissions. Some of these concerns are reflected in

Reference l. "More data is needed relative to ....... plume effects" (pg 11)

and "the present data base does not extend into sufficiently high divergence

angle regimes and into sufficiently dilute flow portions of the plume to

allow the usual (and required) form of an interactive effects analysis."

(pg 67).

It is thus necessary to develop as complete a characterization of

the plume as possible. In addition to detailed experimental mapping of

the plume of the thruster in its present state of development, a theoretical

model which would predict the effect of design changes is needed.

Both experimental and theoretical investigations have been actively

pursued, but the picture is far from complete. Vacuum chamber tests have

been beset with serious diagnostic difficulties; and mathematical modeling

presents additional problems, not the least of which is the lack of suf-

ficient reliable data with which to correlate the model. Reference 2 pre-

sents an overview of experimental investigations prior to 1977, including

an extensive bibliography.

II. OBJECTIVES OF THE RESEARCH EFFORT

The main objective of this project was to determine the physics

relevant to modeling the exhaust flow of the pulsed plasma thruster.

Specific subtasks were to:

(1) Review past and present experimental programs designed to characterize

the pulsed plasma exhaust flow.
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(2) Review relevant literature on high current, ablative discharge

processes to determine state-of-the-art in modeling these processes.

(3) Review theories/models for highly ionized, high velocity flowfields.

Determine relevance to pulsed plasma flowfield.

(4) From comparison of available data/theories, determine if the global

mechanisms for ionization/acceleration for pulsed plasma (E x B) are

appropriate.

(5) Determine physical processes which must be modeled in detail to

describe the pulsed plasma exhaust flowfield, with special emphasis

on those effects yielding flows into the backflow (behind exit plane)

region.

(6) Recommend experimental/theoretical directions for future work.

This report summarizes the results of these investigations, although

the organization does not follow the above objectives in order.

Section III provides a phenomenological description of the processes

that comprise a single pulse of the thruster. This description is based

on interpretation of a considerable amount of data, and some conjecture.

Section IV outlines and describes the basic components of a complete

PPT exhaust model, and Section V presents a discussion of the "state-of-the-

art" for each component. That discussion includes a review of experimental

investigations with which the analytical models must be correlated. Finally,

Section VI suggests further reasearch necessary to "fill the gaps" in the

model presented.

III. PHENOMENOLOGY OF THE PULSE

Although a single firing of the PPT takes only about 30 usec, it

consists of a rather complicated sequence of events. Figure 1 (taken

from Reference 3) shows the basic features of the device. The model

currently being tested incorporates some design changes, but these are

not essential to the understanding of the process. This section describes

the process of a single firing in a sequential manner.

During the 5-6 seconds between firings the capacitor bank is charged

to 2-3 kV, which potential is also imposed across the gap between the

thruster electrodes. No discharge can occur because of the space vacuum

between the electrodes. The firing then proceeds as follows:
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(1) The ignitor plug is fired (by closing its circuit). This vaporizes

a minute amount of teflon (sometimes referred to as the microplasma)

which provides sufficient matter between the electrodes to support

the main discharge arc. This process requires only nanoseconds.

(2) The main circuit discharges across the face of the teflon fuel rods,

The voltage in the circuit drops to zero and becomes negative,

while the current rises to a peak value of many thousands of amperes

and falls to zero, in about 3 Usec. Practically all of the capacitor

energy (several hundred joules) is delivered in this short pulse.

The history of the circuit variables is shown in Figure 2 (also from

Reference 3).

(3) The distribution of this sudden burst of energy is not fully under-

stood. It is known that a large portion (-30%) is lost in the capaci-

tor circuit. A very small fraction of this energy is used to heat

the teflon surface to the depolymerizing state or even to dissociate

the resulting gas into free carbon and fluorine, The bulk of this

energy is absorbed through ionization and heating of the plasma to

ten of thousands of degrees, and establishment of strong magnetic
fields (several Teslas).

(4) Through coupling between the field and the plasma, some of this

magnetic field energy is converted to plasma kinetic energy as

the Lorentz force accelerates the plasma out through the exhaust

cone, thus producing the thrust. Only a few percent of the initial

capacitor energy is converted to plasma kinetic energy.

(5) Subsequent to this initial discharge the circuit variables cycle

through positive and negative values for several more microseconds.

During this time a small amount (a few joules) of energy is trans-

ferred back and forth between the plasma and the capacitor circuit.

The Lorentz force also changes directionas revealed by analysis of

the electric and magnetic fields.

(6) The plasma is thus accelerated out of the inter-electrode gap in

relatively discreet "blobs" or plasmoids". This effect is best seen

by high speed photography3. The timing of at least the first two

plasmoids corresponds well with the field reversals. The reversing

Lorentz force alternately holds hot plasma against the teflon surface,

which thus continues to ablate, and then accelerates the next plasmoid
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out as exhaust. In the "cooldown" later portion of the process the

gas produced is only slightly ionized (energy transfer is small) and

the acceleration of the gas may well be accomplished primarily by ordin-

ary gas dynamic pressure rather than electromagnetic effects.

It seems appropriate at this point to make some conjectures which

seem to be supported by experimental evidence, but have not been completely

verified.

(1) The tremendous amount of energy available during the formation of

the first plasmoid suggests that it should be highly ionized and

accelerated to a very high exhaust velocity. Ample evidence of the

existence of doubly and even triply ionized C and F atoms in the

plume has been found spectroscopically.4'5  Experimental data indicate

velocities of these multiply ionized species as high as 50-60 (103)

m/s. A small fraction (-10%) of the mass ablated per pulse, travelling

at these velocities, could account for virtually all of the thrust.

(2) The second and subsequent blobs are characterized by high ambient

temperatures (decreasing with time) but small energy transfer from

the capacitor circuit. The "fuel" thus continues to ablate, but

ionization is much lower. In fact, data on the time of peak luminosity

of ionized C and F in the PPT indicate that most, if not all, of the

ionization occurs during the first current pulse4, the intensity of

emissions (in the 2100-7300A range) of all ions observed falling to

10% of peak values within 1.6 us.4 As the fields are also decreasing,

acceleration is much smaller, electromagnetic effects become less and

less important.

(3) The "plasma" produced during this cooldown phase is really more

like an ordinary gas. Velocities are small (thus contributing little

to the thrust) and the expansion of this gas into the vacuum of space

is probably governed by ordinary gas-dynamic phenomena.

(4) The initial plasmoid velocity is quite well collimated by the strong

fields. Several measurements indicate an expansion cone half-angle

of 400 or less. 5,6 ,7' 8 Subsequent blobs are less directional, however.

Toward the end of the cooldown period (tens of microseconds after

ignition) the thruster is producing a neutral gas of heavier molecules

(CF, C2F4, etc). This gas expands in all directions, including into

the backflow region (>900 off the thrust axis). It is likely that

this "cool" gas provides essentially all of the backflow.
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IV. ANALYTICAL MODEL OVERVIEW

Figure 3 shows the essential components of a complete exhaust model.

Internal and external refer to regions between and away from the electrodes,

respectively. An arrow indicates that the results of one component are

necessary as input to another, while a double headed arrow indicates a

coupling requiring simultaneous solution. Since experimental programs

providing correlative data have been, and will continue to be, performed

in test chambers of finite size, the chamber interactions have been in-

cluded.

Thus, it is necessary to somehow model the ablation-ionization chemistry

in order to provide input (formation rates and concentrations of various

species) for the plasma dynamics model. The plasma flow is inherently

coupled to the electromagnetic field which, in turn, is coupled to the

circuit variables of voltage and current. These components must there-

fore be treated together.

The most important output of the internal model is the physical

output of the PPT itself; i.e., the temporal variations of species con-

centrations and velocities at the exit plane of the electrodes. As long

as the flow is supersonic and super-Alfvenic these conditions do not affect

the internal model, and they become input for the external model.
The main component of the external model is the plume model. It

must accept the exit plane data and describe the expansion of this fast

moving gas (or plasma) into the vacuum of space. If, however, it must

be correlated with test chamber experiments, it should be coupled with a

chamber effects model. An alternative to this coupling would be to use

the chamber effects model to eliminate those effects from the experimental

data, if possible.

Finally, the effects of the plume on spacecraft surfaces (by deposi-

tion) and on various transmissions (radio frequency, microwave, etc.) must

be modeled. These effects are lumped into the contamination model in the

diagram. It has been assumed above that these effects are one-way, and that

the plume can be investigated without considering the spacecraft and its

transmissions.

86-8



V. MODEL COMPONENTS

This section considers the components of the model of Section IV.

It reviews existing theoretical and experimental studies with emphasis on

difficulties encountered and gaps in current understanding,

A. Internal Model

Much effort has been expended on development of analytical models of

the internal processes. An early study 9 concentrated on the electric

circuit, treating the plasma as a circuit element with varying resistance

and inductance. This resulted in the ability to predict thrust and efficiency,

and in an enhanced understanding of the device.

The most extensive internal analysis is presented in Reference 10,

which also provides correlative experimental data. This model is described

very briefly in the following paragraphs,

Ablation rate is assumed proportional to the square of the current

flowing through the discharge. This assumption is based on the observation

that the total mass ablated per pulse correlates linearly with the total

integral of the square of the current. This conclusion does not follow

rigorously, but no better assumption suggests itself,

Complete dissociation of the ablated gas into carbon and fluorine is

assumed to occur immediately, but ionization rates are assumed finite.

Although it is known that the energy required for the dissociation is a

very small fraction of that available during the first current pulse, it

is likely that heavier molecules will remain during the cooldown phase.

Also, ionization rates are unknown at this time, and some average must

be assumed. Evidence of multiply charged ions appears very early in

the pulse; the ultraviolet emissions from these species peak within half

a microsecond.4 These emissions also decay very quickly, within the time

span of the initial current pulse. Emissions from singly charged ions

and neutrals peak later and decay more slowly.

The plasma dynamics component of this model assumes a continuum

fluid flow between the electrodes (which is appropriate in vtew of the

rather high particle density-on the order of 1017 cm-3). The field and

flow variables are coupled in the magneto-gas dyanmic equations, and the

external (capacitor) circuit is coupled with the field.
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It was found that the numerical analysis became unstable due to the

low density (and thus extremely high Alfven wave speed) at the leading edge

of the plasma. This was corrected by defining the plamoid front and matching

the solution there with free space electromagnetic wave propagation. This

correction could not be applied, however, to the low density region between

the first and second plasmoid, and thus the numerical procedure becomes

unstable shortly after the plasmoid separation begins.

Reference 10 also provides the bulk of the available experimental data

on the internal processes, including maps of the electric current density

and magnetic field at several times. These data were taken from an 82 joule

thruster. As yet no corresponding datA from the larger 750 joule thruster

are available, and problems in obtaining this information are foreseen due

to arcing between the electrodes and the diagnostic tools.)
1

Qualitatively, the model described is in agreement with the experimental

data, until the instability manifests itself. Uncertainties in important

parameters, however, prevented real quantitative correlation. The most

serious knowledge gaps probably stem from the ablation-ionization model,

since uncertainties in density and degree of ionization produce an even

greater uncertainty in the plasma conductivity, collision effects, etc.

More experimental data are definitely needed. Other uncertainties exist

with initial and boundary conditions.

B. External Model

A theoretical plume model is presented in Reference 12. The computa-

tional method used is the direct simulation Monte Carlo technique developed

by Bird. 13 The technique has been shown to work well over a broad range

from continuum to free molecular flows of dilute gases.

The plasma is modeled as a three species gas of ntutrals and ions

(both of which are assigned a mass equal to the weighted average of carbon

and fluorine in the teflon) and electrons. The number of ions is assumed

equal to that of electrons (thus not accounting for multiply charged ions),

and the chemistry is assumed frozen; i.e., the gas species maintain their

identity in a collision. Neutral-neutral, ion-neutral, and ion-electron

collisions are modeled by power law forces.
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Boundary conditions for the model are straightforward.folecules

enter the computational domain at the thruster exit plane with assumed

density and velocity distributions. The remainder of the boundary

consists of empty cells (the vacuum of space) or cells into which a small

number of molecules have progressed. Molecules which share a cell with

fewer than some predetermined number are considered collision free.

Although the inlet boundary conditions (at the thruster exit plane)

are easy to apply, they are probably the major source of uncertainty in

the model. It was found (as expected) that inlet conditions drastically

affected tfie results. The inlet conditions used were not really repre-

sentative of the actual thruster exhaust. For example; only singly charged

ions were considered (probably invalid for the first plasmoid). The

initial assumption of spatially uniform inlet conditions naturally pro-

duced a symmetric plume. Although adjustment of inlet conditions pro-

duced a qualitatively more realistic plume, further trial and error adjust-

ment are probably not justified, especially in view of the very large com-

puter times required. (The ten complete runs needed for statistically

significant averages required over six hours of computer time to establish

the plume for the first 27 psec after firing14). Thus, as mentioned above,

a more accurate internal model must be developed (and experimentally ver-

ified) to provide the input for the plume model before it can be developed

further.

The above discussion points out some of the difficulties associated

with the theoretical plume model, but equally important problems arise in

the collection of experimental data with which such a model must be correlated.

Experimental studies of PPT plumes are presented in References 2, 4, 5, 6,

7, 8, 9 and 12. The following paragraphs are by no means a complete dis-

cussion of these studies, but rather are intended to emphasize the diffi-

culties involved in interpretation of the data.

Plume diagnostic problems arise primarily from the interactive effects

of the chamber in which the testing is performed. Even the largest,

cryogenically cooled chambers are not free of these problems, and the separa-

tion of the chamber interactions from the thruster produced effects is

not yet possible.

The first emission from the PPT consists of intense radiation. Reference 4
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and 5 document radiation in the visible and ultraviolet range, and tests

from a related device 1 5 suggest that VUV radiation may be even more intense

(spectroscopic study of the VUV emissions from the PPT are currently under-

way at AEDC). This radiation, upon impact with the chamber walls or with

any instrumentation, appears to release an intense electron shower. 5 These

chamber-provided electrons compromise the data from instruments such as

Faraday cups, Langmuir probes, etc., (For example, this mechanism could be

the source of the initial negative Faraday cup current reported in Reference

8 page 108).

The next PPT emission is the highly energetic first plasmoid. Upon

impact, this plasmoid not only releases a secondary shower of electrons, but

also sputter-erodes the impacted surfaces. Surfaces near the thruster axis,

as far as a meter from the exit plane, clearly show this plume scrubbing

action.7 Reflected exhaust material and sputtered matter comprise the faci-

lity backscatter, which may well be significantly greater than the primary

flow in regions parallel to or behind the exit plane (those regions of para-

mount importance to contamination studies). The magnitude of this problem

becomes apparent when it is remembered that any open device such as quartz

crystal microbalance (QCM), which must be exposed to many pulses to collect
enough mass to register, "sees" the facility background for several seconds
between each firing, and the primary flow for less than a millisecond per

pulse.

A serious study of facility backscatter is reported in Reference 7 and 8.

The tests were performed in the MOLSINK at the Jet Propulsion Laboratory, a

fairly large, cryogenically cooled vacuum chamber. These reports contain a

considerable amount of useful data but, in the opinion of the present author,

some significant effects were neglected in the backscatter model used to

correct the backflow measurements. These include the possibility that the

dense central portion of the plume reacts at least in part as a fluid (rather

than a stream of discrete particles) upon impact with surfaces along the

thruster axis, and the strong possibility of multiple collisions. Not only

will the more energetic particles probably survive more than one wall (or

instrument) reflection, but reflected particles reentering the dense portion

of the plume will likely produce significant scattering.

A further complication in chamber effects modeling is the deposit of

material on the chamber walls, which can be re-introduced into the chamber
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atmosphere when impacted by the plume. This deposit may consist of various

materials either from the thruster exhaust, or formed by chemical reaction

of exhaust material with available surface material. In a current investi-

gation 5 it is reported that all horizontal surfaces (even those behind

the thruster) collect carbon flakes which apparently settle out between

pulses. Also, mass spectroscopy of the chamber atmosphere indicates the

presence of hydrogen compounds (HF with warm walls and CHF3 with cold walls),

supporting the contention that chemical reactions occur in the chamber or

on its walls. Obviously, more investigation is necessary if we are to under-

stand the facility interactions.

Little has been said here about the contamination model. Until more

is known about the true amount and nature of the material comprising the

backflow it is not possible to assess its effect on spacecraft surfaces.

One possible contaminant has just been reported. 5 It consists of a currently

unknown matrix (liquid teflon?) impregnated with carbon flakes and copper

spheres, captured on glass slides extending but slightly beyond the thruster

exhaust cone. Thus, copper eroded from the electrodes and carbon flakes may

be present in the backflow.

VI. RECOMMENDATIONS

From the above discussions, the opinions of this author regarding the

need for further research are probably apparent. This section presents

some specific recommendations.

Obviously, the ultimate experimental investigation should be performed

in space where there is no test chamber to interfere with the measurements.

This is especially true of backflow measurements which may be completely

overshadowed by chamber induced phenomena. As space testing is not likely

in the near future, the following suggestions are offered.

First, emphasis should be placed on gaining a more complete picture

of the internal processes as described above. Investigation of the exhaust

by emission spectroscopy should continue, This should include not only

extension of the range into the VUV as currently planned"1 , but also in-

vestigation of the time dependence of the intensity of at least some of

the identified emissions. This would provide information concerning the
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rates of formation and neutralization of the various ion species, which

are necessary for the ablation-ionization model. Also, if the arcing

problem mentioned in Section V can be solved, it would be very helpful

in evaluating the plasma flow model if the electric and magnetic fields

between the electrodes could be mapped.

Probably most crucial to the development of a plume model is the

accurate determination of the space-time variations in species densities

and velocities at the electrode exit plane. This would provide the necessary

data base to verify the internal model, as well as the input for the ex-

ternal plume model.

The theoretical plasma dynamics model1 0 described in Section V-A is

very promising. The numerical stability problem must be addressed, and

it is possible that three dimensional effects must be considered to allow

the sideways expansion of the plasma, especially for the side-fed thruster

now being tested.

External plume investigation should also be continued, but these should

be coupled with studies of the plume chamber interactions. Attempts to

minimize backscatter, such as the baffle system being developed 16 and,

possibly, charged grids to suppress secondary electrons, are necessary, but

may never succeed in eliminating the problem. This materially reduces the

number of available diagnostic tools. Instruments sensitive to a single

pulse are recommended, and only signals received prior to the possible

arrival of chamber-induced effects should be deemed accurate. Further

development of nonintrusive spectroscopic and interference (scattering)

diagnostics is needed.

Although direct backflow measurements are highly desirable from the

application standpoint, these data are the most difficult to obtain in a

test chamber, as the densities are expected to be very small and the facility

backscatter will dominate the signals. In addition, these data provide

little input to the model development. This is not meant to minimize the

importance of backflow studies, which are necessary for verification of the

model. For the present, the results reported in Reference 8 are the best

available, but cannot be considered conclusive, and are probably over-esti-

mates of the backflow.

The Monte Carlo model discussed in Section V-B is very powerful, and

would probably produce the desired results if the input were better defined.
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However, it may be found necessary to increase the number of species

considered, which would further increase the already extreme computer time

required. It is possible, however, that a simpler model would suffice if

indeed the initial plasmoid is so collimated as to contribute negligibly

to the backflow and subsequent portions are basically neutral. In this

case, perhaps the dense first plasmoid can be treated as a continuum,

and later portions as a nearly collisionless gas. Further development of

the plume model should probably await the results of the exit plane mapping.

One final observation seems appropriate. It would seem to be worth-

while to investigate the possibility of redesigning the thruster to produce

a more uniformly ionized exhaust; i.e., decreasing the number of multiply

charged ions in the first plasmoid and increasing the ionization of late

emissions. This should increase fuel efficiency and decrease backflow.

One possibility might be the use of segmented electrodes and multiple cur-

rent discharges to avoid dumping all of the capacitor energy in such a

short time.
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ANALYSIS OF EYE MOVEMENTS

IN TARGET TRACKING AND DETECTION TASKS

by

Yehoshua Y. Zeevi

ABSTRACT

Preliminary experiments were conducted to determine and compare the

effects of static and dynamic noise on target tracking and detection

performance. It was found that saccadic latency increases as static

masking noise is introduced. It was also shown that dynamic noise of the

same spatial frequency content has a significantly more detrimental effect

than static noise on subjects' target detection performance as manifested by

longer saccadic reaction time and higher misses and false alarm rate.

These results are discussed as they relate to hypotheses concerning the

dynamic characteristics of channels involved in the early stages of visual

information processing. The data were also consistent with previous

findings in demonstrating that target luminance has a substantial effect on

saccadic latency. This effect becomes even more pronounced in the presence

of noise.

These results, corroborated by other studies concerning critical band

masking and target detection, have important implications concerning design

and specifications of ASPT in simulation of air-to-air and air-to-ground

combat and evasion tasks.
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I. INTRODUCTION

Technological advances in wide field-of-view computer generated imagery

(CGI) representation of visual scenes in flight simulators have not been

supported by concomitant development of objective quantitative measures and

techniques for assessing pilot's performance. As one strives to develop

necessary perceptual fidelity and enriched visual scenes with limited CGI

resources, the question arises, what are the important display

characteristics that contribute to minimally acceptable levels of

behavioral fidelity? Specifically, objective behavioral measures are

required in evaluation of the generated imagery.

It is apparent from various studies that when the visual scene subtends

a wide angle, as is the case in both actual flight and the Advanced

Simulator for Pilot Training (ASPT), eye movements are required for the

detection and tracking of a target and/or for the recognition of a visual

pattern (1,2). Such eye movements externalize some aspects of information

processing in the visual system, and as such may provide some important

objective measures of pilots' performance as well as of the utility of

displayed visual information. Indeed, recent studies, albeit exhibiting

obvious shortcomings, indicate that analysis of eye movements may provide

important information concerning pilot scanning behavior (for example see

papers presented at the 1977 AGARD symposium on "Guidance and control

design consideration for low altitude and terminal, area flgiht").

The performance of most visual tasks requires extensive oculomotor

scanning. Target acquisition is carried out by extremely fast and precise

jumps called saccades. When a subject is instructed to fixate on a point

target, and the target is suddenly shifted laterally to a new position,

about 200 msec elapse between the shift of the target and the onset of

saccadic eye movement towards the new position (3, 4). This effect, known

as saccadic latency, is dependent on a variety of factors, such as target

luminance and contract (5); it is also known that practice and target

predictability may shorten it (4, 6), whereas fatigue may lengthen it (7).

The present research is concerned with the measurement of saccadic eye

movement for the assessment of subjects' performance, and evaluation of

display characteristics relevant to simple target detection and saccadic

tracking tasks. (Dual target paradigms involving time-sharing tasks
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spanning the near periphery are also being investigated and will be

addressed in a separate report). The research reported herein concerns the

question of whether dynamic noise is more effective than its static

counterpart, characterized by the same spatial frequency content, in masking

point targets in tracking and detection tasks.

II. OBJECTIVES

The need for an objective means for assessing pilots' visual

performance, and for evaluation of behaviorally relevant display

characteristics requires implementation of eye and head movement measurement

technology in flight simulators. In addition, efforts are currently

underway to develop an eye-slaved helmet mounted display for implementation

in ASPT. These developments have inspired interest at the Air Force

Resources Laboratory of Williams AFB in physiological and technological

aspects of eye movement research.

Therefore, the first objective of this project was to develop an

in-house eye movement research capability which would serve as an intergral

part of a newly established basic research laboratory. This facility would

contribute to the development of in-house expertise in eye movement, so

that once a helmet mounted TV oculometer is introduced in the ASPT, it will

be utilized more efficiently.

Once our endeavor to set up an eye movement research facility proved to

be successful, we selected a many-faceted research problem which (a) was

relevant to CGI and flight simulation and (b) could be investigated

outside the ASPT. As such, our second objective was to determine and

compare the effects of static and dynamic noise on target detection and

tracking as assessed by the probability of correct responses and their

reaction times.

IIl. METHOD

The experimental setup for eye movement measurements in target

detection and tracking tasks, and its schematic representation are shown in

Fig. I and Fig 2, respectively. The choice of this specific experimental

configuration as well as the research problem and methodology selected were

constrained by the availability of appropriate equipment. Eye movements
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were recorded using a modified Gulf and Western Model 200 EyeTrac (Fig. 1).

Only monocular movements of the left eye were recorded; the right eye was

covered by a white patch which served as a light diffuser.

The video monitor, which is part of the EyeTrac system, served both as

the point-of-gaze and target display. As such it could be used in

secondary visual feedback (2VFB) experiments (8, 9, 10), in which the

point-of-gaze is displayed to the observer in addition to a point target.

In the experiments described below, however, the 2VFB was not implemented

other than for calibration purposes.

Targets were generated on a dual beam oscilloscope, mounted sideways to

allow driving two targets independently via the vertical amplifiers using

signal generators. This permits having dual target paradigms involving

time sharing tasks where the primary target may, for example, be slowly

moving thereby eliciting smooth pursuit whereas the secondary target may

appear abruptly at various eccentricities, the task being one of detection

and acquisition. Such dual tasks are currently under investigation and

will be pursued in a follow-up research program.

The target stimuli were transmitted via a TV-camera and superimposed on

the video point-of-gaze display unit (VD in Fig. 1) so as to have an
effective diameter of 0.40 on the video display.

Masking field was generated by projection of a polarized texture slide

and was superimposed on the visual axis by means of a beam splitter. As

indicated in Fig. 2, this was superimposed in a rather awkward way, because

of the lack of a rear projection screen, to avoid glare. For the same

reason, the video display was oriented somewhat obliquely and as such gave

rise to a symetric left vs right response. Masking dynamics were

generated by rotating a polarizer situated in front of the masking field

projector. It is estimated that most of the texture spatial spectrum was

below lc /deg.
Target generator signal and eye movement response were recorded on a

strip chart recorder at a paper speed of lOnm/sec.

IV. RESULTS AND DISCUSSION

In this report we summarize results of experiments involving tracking

of the primary target only, alternating between two fixed positions which
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were separated by 180 symmetrically with respect to the egocentric axis

(Table 1). Whereas target positions were fixed in all experiments covered

by this report, and as such may have affected predictive control of eye

movement, timing of target transition was either periodic or aperiodic

(indicated by P/AP in Table 1). These kind of stimulus conditions resulted

in false alarm transitions to the right position in the absence of target

transition. This phenomenon was even more pronounced once masking noise

was superimposed and appeared to subserve the function of exploratory

glimpses (see examples in Fig. 3).

Data sunmarized in Table 1 and Fig. 4 demonstrate that as target

luminance decreases, saccadic latency increases; note that in most cases

the variability is much smaller at higher luminance. This is consistent

with previous findings (5) and should be taken into consideration in the

design of ASPT. The effect of target luminance on saccadic latency is

further substantiated once masking noise is introduced. This too is

consistent with a previous result demonstrating that noise masking is more

effective than coherent masking at the same contrast level (11, 12).

However, this study was concerned with detection and masking of spatial

frequency whereas our study is devoted to point target detection and

tracking.

The dynamic aspect of vision is too often overlooked and most vision

research has been dedicated to processing of spatial information. However,

information flow in both actual flight and flight simulators is obviously

dynamic as are the characteristics of noise generated by display systems.

It is therefore important to compare the masking effects of static and

dynamic noise on target detection and tracking. The results of Table 1 and

Fig. 5 clearly demonstrate that compared with static noise, dynamic noise

of the same spatial spectrum and contrast has a significantly more

detrimental effect on subjects performance. This effect is manifested by

both longer reaction time (subjects DA and CH) and higher rate of misses

and false alarms. This should be expected in view of the fact that visual

channels at the preprocessing stages are endowed with spatlo-temporal

characteristics (13) and as such are likely to mediate the corresponding

spatto-temporal masking effects on saccadic latency (14).
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V. RECOMMENDATIONS

Current developments in state-of-the-art visual display technology

focus on the implementation of eye-slaved imagery for air-to-air and

air-to-surface weapons delivery training. Consequently, it becomes

increasingly important to establish the range of effective stimulus

parameters for visual cuing. Given the present results concerning saccadic

latency as a function of stimulus intensity and background masking, it is

reconmended that future research concentrate on establishing the critical

bandwidths for spatio-temporal masking. Also, it is important to determine

how these critical frequencies are related to target size, and what the

effects of target eccentricity are on detection, since it is known that

both resolution and temporal frequency characteristics vary with target

eccentricity (15).

Finally, this study suggests that visual tasks with which the pilot is

confronted can be fruitfully studied outside of ASPT. It is, therefore,

recommended that efforts to establish a basic visual research laboratory at

AFHRL be expanded, and that the present study be replicated therein with

fighter pilots.
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TABLE 1

Saccadic Latency in Tracking of Periodic (P)
and Aperiodic (AP) Targets Masked by Static (ST)
or Dynamic (DY) Texture Patterns. Luminance (L)

is Given in Foot-Lamberts.

S L P/AP NOISE X 95% INT

DA 6.6 P NO 252 213-291 35

DA 6.6 AP NO 336 292-380 40

DA 11.0 P NO 209 198-220 41

DA 11.0 P ST 370 323-417 47

DA 11.0 P DY 447 403-491 68

DA 11.0 AP NO 232 214-250 40

DA 11.0 AP ST 433 379-487 37

DA 11.0 AP DY 519 458-580 55

DA 15.0 P DY 230 211-249 34

DA 15.0 AP ST 271 255-287 76

DA 15.0 AP DY 302 286-318 79

CH 6.6 P NO 318 303-335 65

CH 6.6 AP NO 394 346-442 35

CH 6.6 AP ST 570 472-668 47

CH 6.6 AP DY 582 513-651 41

CH 9.2 P DY 381 347-415 60

CH 11.0 P NO 255 228-282 66

CH 11.0 AP NO 316 291-341 68

CH 15.0 AP ST 276 263-289 88

CH 15.0 AP DY 305 289-321 77

K 6.6 P NO 273 252-294 33

,X 6.6 AP NO 406 355-457 33

JK 11.0 P NO 227 216-238 66

K 11.0 AP NO 279 266-292 85

jo 6.6 P NO 275 234-316 52

iD 6.6 AP NO 336 305-367 44

JD 11.0 P NO 231 216-246 104

in 11.0 AP NO 234 226-242 104

87-10



Fig. 1- Laboratory for eye movement measurements setup at AFHRL, Williams

AFB.

TR - transducer, BB-bite bar, T-target,

BS - beam splitter, VO - video display,

RP - rotating polarizer, NP - noise projector,

TG - target generator, TG - target display,

TVC - TV camera, ET - Model 200 Eye Trac.

Fg 2 Schematic diagram of the setup for eye movement measurements

in target detection and tracking tasks.

Fig. - Examples of false alarms and misses in tracking aperiodic target

masked by noise.

Fig. 4 - Saccadic latency in tracking periodic (circles) and aperiodic

(squares) point target vs. target luminance.

Fig.5- Saccadic latencies in tracking periodic (a) and aperiodic targets

(b) masked by noise. (Circles target above, X's - target masked

by static noise, squares - target masked by dynamic noise)
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